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1 Introduction

Evaluating the impact of complex whole-school interventions (CWSIs) is challenging. However, what evidence there is suggests that school leadership and other elements of whole-school contexts are important for pupils’ attainment (Leithwood et al., 2006), suggesting that interventions aimed at changing these have significant potential to improve pupil outcomes. Furthermore, strong leadership is likely important for the effective implementation of many interventions funded by the EEF since even class-level or targeted programmes are more likely to work best within supportive and effective settings.

We therefore welcome the EEF’s commitment to exploring the issues inherent in evaluating CWSIs. Developing design and practice for evaluations of this type of intervention, focusing on the issues of complexity and managing change across a whole school, increases the scope of projects of which the EEF may confidently fund evaluations.

In this document, we provide key messages for EEF evaluators on how to get the most out of evaluations of CWSIs, including considerations for both design and implementation. As far as possible, our suggestions aim to be practical steps that evaluators can implement immediately. A number of issues, and points 13 and 14 below in particular, require either further investigation or decisions from the EEF.

### Defining Complex Whole-School Interventions (CWSIs)

*For the purposes of this document, we define a CWSI as an intervention that combines multiple components that interact with one another within a context and aims to produce change (Moore et al., 2015). CWSIs may have many potential ‘active ingredients’ (Oakley et al., 2006). Other elements of complexity may include measurement of a range of outcomes, or targeting different levels of the organisation.*

Rogers (2008) suggests that interventions designed to influence improvement in the whole school may be ‘complicated’, with significant factors working in combination at different levels with variations dependent on context, or ‘complex’, which may involve ‘recursive causality (with reinforcing loops), disproportionate relationships (where at critical levels, a small change can make a big difference—a “tipping point”) and emergent outcomes’ (p.29). It is worth noting that CWSIs are also likely to be complicated.

Rogers (2008) suggests that evaluations of complex interventions must address these issues by collecting early evidence of small changes that can be tracked throughout implementation and allow the identification of ‘tipping points’ where a small change can have a disproportionately large effect (p. 38), and by employing a flexible logic model that can be used to guide planning and implementation but also revised as plans change (p. 40).

‘School improvement by design’ in the U.S.A. (Rowan et al., 2009), illustrated with examples of models funded through the Comprehensive School Reform (CSR) federal initiative from 1998 to 2007, took a similar approach to defining relevant interventions. Suitable interventions must be applicable across many schools, and might consist of curricular or pedagogical changes but, ‘equally important, these designs also frequently include blueprints for organizational practices that allow the core instructional parts of the design to be implemented faithfully and used effectively in schools’ (p. 11). In addition, such programmes involve the application of an approach which has been designed by an external developer and with implementation and evaluation support.

1.1 Using this document

We suggest that all evaluators planning the evaluation of a CWSI read Section 2 (on the overall design) and Section 5 (on implementation and process evaluation). The most
useful parts beyond this will depend on the nature of the intervention, its expected logic model, and the design selected after consultation with the EEF and the project team. This document should be read alongside previous EEF guidance. For example, Section 5 does not replace the EEF’s guidance on implementation and process evaluation (Humphrey et al., 2016a) but rather highlights particularly important considerations in the context of evaluating CWSIs.

- **Section 2** discusses the overall design of the evaluation of CWSIs, including:
  - when to consider alternatives to randomised controlled trials (RCTs); and
  - the use of a multi-stage design approach.

- **Section 3** discusses designs of RCTs, including:
  - which are best suited for CWSIs,
  - highlighting other elements of RCT design with particular considerations when evaluating CWSIs.

- **Section 4** discusses the use of quasi-experimental designs (QEDs) for impact evaluation, focusing primarily on the potential for matched difference in differences evaluations, including:
  - planning a QED impact evaluation;
  - selecting QED approach; and
  - the analysis and reporting of a QED impact evaluation.

- **Section 5** discusses the use of iterative mixed-methods implementation and process evaluation (IPE) designs, in which RCTs and QEDs should be embedded to understand fully the impact of CWSIs, including:
  - the overall approach to IPE design for this kind of evaluation; and
  - particular considerations when developing a logic model and hypothesising and seeking to measure core components, moderators, and mediators.

- **Section 6** discusses measures to capture likely mediators to attainment relevant in CWSIs, including school leadership, for the purposes of evaluations of this type, providing examples of instruments and models that might be adapted for collecting standardised data.

- **Section 7** presents the potential for ‘data availability-led evaluations’ as an alternative way of establishing an evaluation which reduces the costs and burden of testing while providing outcomes data from across a school’s age-range.

At the beginning of each of the sections, we provide a more detailed breakdown of the content to guide the reader. Many of the sections refer to tools or further detail in appendices. In addition, a glossary of terms is included in Appendix 1.
Key Messages to consider for the evaluation of complex whole-school interventions (CWSIs)

**Designing evaluations of CWSIs**
1. The EEF should commission RCTs of CWSIs, where this is possible. In instances where this is not possible, it should consider QEDs instead. Where neither is possible, non-experimental evaluations may be useful to develop a better understanding of an early-stage programme to allow future RCTs or QEDs.
2. One solution to the problem of not knowing the mechanisms and channels through which a CWSI might work in advance is to use multi-stage evaluation protocols, described in Section 2.2.
3. Although they are not without their challenges, a parallel school-level cluster randomised controlled trial (cRCT) is the most robust and practical way of evaluating the effect of CWSIs.

**Using randomised controlled trials to evaluate CWSIs**
4. To capture the full effect of an intervention, evaluations of CWSIs are likely to be longer than most of the evaluations currently funded by the EEF. However, they must not be allowed to become longer than necessary.
5. Longer trials are likely to be associated with higher rates of attrition and non-compliance. The length of the evaluation should be taken into consideration when estimating statistical power.
6. Measures discussed in Section 3.2.2, such as building in real-time monitoring of process data to allow targeted support of at-risk schools, should be considered to increase retention of schools.
7. Implementation and Process Evaluation (IPE) (discussed further in Section 5) should explore why pupils/teachers/schools drop out and whether this was related to the intervention.
8. Project and evaluation teams should agree and implement a combined recruitment, communication, and engagement strategy during recruitment and into the period of implementation. This should include the elements discussed in Section 3.2.4.
9. Use the checklist in Appendix 4 to ensure school readiness to participate in the intervention and evaluation.

**Using quasi-experimental designs to evaluate CWSIs**
10. Where it pursues a quasi-experimental approach to evaluation, the EEF should concentrate on planned evaluations, rather than ‘natural’ experiments. This will guard against their use in settings where they are unlikely to produce credible estimates of impact.
11. Analysis of QEDs should be carried out on an intention-to-treat (ITT) basis to maximise comparability with this approach for RCTs.
12. To ensure there is clear identification of the analysis sample, the evaluation and project teams should agree a ‘quasi-randomisation’ date at which the sample of intention-to-treat schools is finalised.
13. We recommend that the EEF considers the use of a matched ‘difference in differences’ design for future projects where RCTs are not feasible. It will not be suitable for all projects, nor is it the only possibility: the decision should be taken in conjunction with project and evaluation teams.
14. We do not advocate one specific approach to matching but rather transparency about the approach used and ample robustness-checking of that approach (see below).
15. Evaluators should test the robustness of their findings to making different decisions about the matching approach. We suggest that at least five robustness checks are pre-specified at the design stage and the results reported in the evaluation report. We should not have much confidence in findings that are fragile and strongly dependent on the specific method used.
16. Use the principles identified in Box 4.1, such as being guided by theory and previous evidence, to select variables for inclusion in the matching model. It is especially important to ensure that matching variables could not have been affected by the treatment itself.
17. Failure of common support undermines the comparability between treatment and matched comparison samples. It should be explored and, if necessary, imposed as part of analysis.
18. Matching should be carried out blind to outcomes. To ensure this, best practice would be to carry out matching at a time roughly analogous to when randomisation would be carried out in an RCT.
19. The matching process should be made as transparent as possible to ensure the credibility of findings and allow for replication. Recommended reporting requirements are outlined in Section 4.3.
20. Statistical inference in difference in differences analysis should be conducted in line with the principles highlighted by Brewer, Crossley and Joyce (2013).
21. Balancing checks on observables, as currently reported for RCTs, should also be reported in this
setting. This should be done for, at a minimum, all characteristics on which schools have been matched.

22. When using difference in differences, analysis of pre-treatment common trends in the outcome variable between the treated group and the matched sample should be reported. This should include both placebo tests of pre-treatment impact and graphical plots of pre-treatment trends in outcome variables among treatment and comparison groups.

**Implementation and process evaluation for CWSIs**

23. Use a multi-phase mixed methods IPE design to ensure findings are maximising the efficiency and accuracy of the evaluation. The order of the quantitative and qualitative data collection and analysis should be fully rationalised in the evaluation protocol.

24. In some cases, there may be value to commissioning a follow-up IPE where there are unexpected results from the impact evaluation to help understand such results.

25. The development of a model of the logical relationships between the core components, moderators, mediators, and outcomes of a programme is particularly important in the context of CWSIs. In line with Key Message 2, the logic model should not be a static product, rather it should be updated as part of a multi-stage evaluation protocol approach.

26. Create a preferred set of potential moderators that the EEF requires evaluators to collect, potentially via a standardised method of data collection, from all schools participating in evaluations of CWSIs.

27. Isolate moderators that influence implementation to a greater or lesser extent by creating ‘scales’, hierarchies, or definitions. An example of a moderator ‘dashboard’ that could be developed further as part of individual evaluations or for a standardised EEF approach is provided in Appendix 2.

28. It is important to monitor mediators identified as important by the logic model throughout the evaluation. These should include elements such as teacher attitudes that go beyond tick-box measures of fidelity. Further suggestions on measurement are provided in Key Messages 30 and 31.

29. In the context of CWSIs, the IPE should pay particular attention to the importance of Reach, which should consider all persons potentially influenced by, or who could be influencing, the intervention.

**Measures to capture likely mediators relevant to CWSIs**

30. Evaluators should consider adaptation and re-use of the measures of mediators summarised in Appendix 8 in the IPE of CWSIs.

31. Where possible, measures and data collection regarding mediating mechanisms should attempt to complement the types of self-assessment most schools conduct as a matter of course. Consultation with schools during recruitment may help to support this.

**Alternative approaches to attainment measurement**

32. At efficacy trial stage, a lower value is generally placed on external validity compared to costs (since there is generally less evidence of promise at this stage). During design, implementation teams should consider whether it is possible to make use of tests that are already administered in schools, carefully documenting all the drawbacks of doing so.

33. Evaluators should consider testing a random sample of pupils from across the school to collect outcome measures. Samples of at least 30 pupils per school are unlikely to reduce statistical power much relative to whole-school testing. However, this restricts outcome measures to those suitable for use across the whole age range. Furthermore, the benefits in terms of reducing costs and burden of testing may not be as large as the reduced number of pupils tested would suggest.
2 Designing evaluations of complex whole-school interventions

The evaluation of CWSIs will often require adaptation of one or more elements of the EEF’s usual approach to evaluation. This section lays out suggested changes to the underlying design of evaluations. This covers two main elements:

- consideration of whether the most appropriate design is a randomised controlled trial, or whether the use of quasi-experimental and, possibly, non-experimental approaches to evaluation would be more appropriate; and
- advocating use of a multi-stage design approach, typified by use of a multi-stage evaluation protocol, rather than the traditional single evaluation protocol.

At the outset, it is worth highlighting that we consider RCTs the best way to estimate the unbiased causal impact of CWSIs, where they are feasible (which will be in many cases). However, inevitably, we discuss the alternatives rather more than usual EEF practice because the latter is covered by existing guidance.

2.1 Experimental, quasi-experimental, and non-experimental evaluations

**Key Message 1: Use RCTs where possible but consider alternatives**

The EEF should commission RCTs of CWSIs where this is possible. Where not possible, it should consider QEDs instead. Where neither are possible, non-experimental evaluations may be useful to develop a better understanding of an early-stage programme to allow future RCTs or QEDs.

We argue that the range of situations where an RCT is likely to be technically impossible is likely to be relatively small, as the technique is robust to a multitude of challenges. Nevertheless, when evaluating CWSIs there will be situations where RCTs are not desirable (in terms of not being the best way to answer the question at hand given budgetary constraints) or are simply not feasible.

In general, it is likely to be the case that the more complex an environment is, the more complex an intervention is; and the longer the period over which the outcome is to be measured, the more challenging an RCT will be to run. This is not a hard and fast rule: we are aware of RCTs with long follow-up periods from the medical literature, however these seldom have both the complexity and whole organisation nature of the interventions we are considering here.

**Features of an intervention that suggest it is important to consider the feasibility of RCTs**

- Intervention is such that it is likely to be difficult to recruit schools to be randomly allocated because it would require dramatic organisational changes at short notice (such as changes in staff deployment) depending on the outcome of the randomisation.
- Programmes requiring groups of schools to work together meaning that:
  - the sample required for an RCT to be sufficiently powered makes it unfeasibly expensive and difficult to manage;
  - it may not be feasible to expect schools formed into these groups before randomisation not to work together if allocated to the control group, preventing this from being a true ‘business as usual’ control.
- Intervention requires a lengthy period of implementation over which it will be difficult to preserve the integrity of a control group.

In these cases, RCT designs, which function well with well-defined interventions, outcome measures, and timescales, are unlikely to sensibly serve the purpose of providing good
quality causal estimates of the effectiveness (or otherwise) of programmes. Such circumstances should be considered an exception to the rule in the work that the EEF funds, but will exist.

In Figure 2.1, we outline:
- key reasons why RCTs may not be feasible and when a QED alternative (discussed in detail in Section 3) should be considered; and
- settings in which QEDs are also likely to face serious challenges in producing a credible impact estimate.

The process of choosing the appropriate design for any given evaluation is not, and cannot be, a formulaic process. Although there may be a hierarchy in terms of ‘quality of design’ in the EEF’s classification of the security of evaluation findings, there is not a hierarchy in terms of what will be possible: there may be interventions for which an RCT would be possible, but a QED would not. For example, a support programme for new school leaders could be randomly allocated but would be difficult to evaluate with a difference in differences QED due to being confounded with the change of leadership itself. As such, we do not provide hard and fast triggers for switching from an RCT to, say, a QED. Instead, we present the main challenges to successful implementation of each design to allow an assessment of the best design for each evaluation.

Reasons for the infeasibility of an RCT or a QED for evaluations of certain CWSIs may well emerge from the commissioning process. However, this will not always be the case as issues may not emerge until the appointed evaluator is able to discuss the key elements of the intervention with the developer. If this is the case, it may be necessary for the evaluator and developer to work together on a desk-based or small-scale feasibility study in order to map out how the evaluation would proceed under either model, illuminating inherent problems that would otherwise not become evident until the launch of the evaluation.

Where conducting an RCT or a QED presents serious challenges, it may still be productive for the EEF to commission non-experimental evaluation work. We recommend that this employs the principles for IPE outlined by Humphrey et al. (2016a) and developed for CWSIs in Section 4. In some ways, this is not new: the EEF has commissioned pilot studies since its inception. A key aim of such work should be to define the core components and active ingredients (see Section 4) that make the intervention work, vital to allow evaluation using RCTs or QEDs in future research.
Figure 2.1: Considering alternatives to randomised controlled trials

<table>
<thead>
<tr>
<th>Discussion</th>
<th>Challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Experimental</strong></td>
<td>• Some interventions are inherently impossible to allocate randomly. For example, if implementation requires significant preparatory work during the recruitment stage, that does not make it credible to expect that those allocated to a control group will not implement the treatment.</td>
</tr>
<tr>
<td>• Running a randomised controlled trial remains the preferred model for EEF evaluations. Where practical they remain the best way to estimate the unbiased causal impact of complex whole-school interventions.</td>
<td>• Sometimes the uncertainty of being in the trial may require too large an incentive to be feasible (this could also raise ethics issues). It may be theoretically possible to run a randomised trial but there is a clear trade-off between costs and quality of evidence.</td>
</tr>
<tr>
<td>• In general, we recommend use of school-level cluster randomised controlled trials for the evaluation of complex whole school interventions.</td>
<td>• Finally, the longer a complex whole-school intervention takes to have an effect on pupil outcomes the more challenging it will be to run a successful, credible RCT due to difficulties preserving the integrity of the control group.</td>
</tr>
<tr>
<td><strong>Quasi-Experimental</strong></td>
<td>• Well designed and well implemented quasi-experimental evaluations will not produce the same standard of evidence as well designed and well implemented randomised controlled trials.</td>
</tr>
<tr>
<td>• Quasi-experimental designs are likely to be feasible for some evaluations where it is not possible to run an RCT.</td>
<td>• Matched difference in differences will only be suitable for evaluations where timing of the introduction of the intervention is not inherently confounded with other changes within schools.</td>
</tr>
<tr>
<td>• A well designed and well implemented quasi-experimental evaluation will produce more credible evidence than a poorly designed or poorly implemented randomised controlled trial (as per the EEF’s evidence rating system). It is also preferable to a complete lack of evidence.</td>
<td>• Matched difference in differences requires that the decision to participate in the evaluation is affected by arbitrary factors, such that it is possible to find matched comparison schools who have the same probability of having been treated (and, thus, the same expected outcomes) and requires time-series outcomes data to be available before and after implementation.</td>
</tr>
<tr>
<td>• Matched difference in differences using data from the National Pupil Database are a leading possibility in this space. However, this design has requirements of its own.</td>
<td></td>
</tr>
<tr>
<td><strong>Non-Experimental</strong></td>
<td>• Limited generalisability of findings.</td>
</tr>
<tr>
<td>• Useful in principle where costs of a randomised trial are too high without further evidence of promise and a quasi-experimental evaluation would not produce credible estimates.</td>
<td>• Only useful for indications of evidence of promise or to understand individual experiences of a complex whole school intervention.</td>
</tr>
<tr>
<td>• Elements of the approach to implementation and process evaluation of complex whole school interventions discussed in this document may be useful in such evaluation work.</td>
<td>• Preferred as a complimentary method alongside evaluation methods that are designed to produce unbiased estimates of causal impact.</td>
</tr>
<tr>
<td>• Development of a clear logic model and systematic testing of elements throughout this process is even more important in non-experimental evaluation, since it will be our only source of evidence of promise (i.e. since there are not quantitative causal impact estimates) – the basis for deciding whether to invest in a randomised trial despite the costs.</td>
<td></td>
</tr>
</tbody>
</table>
2.2 Evaluation protocols for complex whole-school interventions: multi-stage protocols

Key Message 2: Multi-stage evaluation protocols
One solution to the problem of not knowing the mechanisms and channels through which a CWSI might work in advance is to use multi-stage evaluation protocols.

2.1.1 The problem
The use of pre-registered protocols for evaluations in education is, as in other fields, an increasingly recognised part of conducting rigorous research. Although analysis not specified in a protocol is not strictly prohibited by this process, it is treated as exploratory only. Importantly, findings emerging from exploratory analysis should not be treated as though they were the intended goal of an evaluation, and should ideally be verified using a separate evaluation in which these analyses are pre-specified and confirmatory. As such, it is generally recommended to capture and confirm the subgroups and theories in advance of commencing delivery and even randomisation (Humphrey et al., 2016a, p. 6).

The purpose and practice of protocols
Protocols document in some detail the process of an evaluation—from recruitment, through to the implementation of an intervention, to its monitoring processes, data collection, and ultimately its analysis.

Pre-registering an analytical strategy at the beginning of an evaluation, as well as having analysis and evaluation conducted by an independent third party, allows researchers to avoid the ‘garden of forking paths’, whereby analytical decisions are taken after data is collected, and so can be chosen based on which strategy confirms the researcher’s hypothesis.

The EEF requires evaluators to publish a protocol before starting an evaluation, and a Statistical Analysis Plan within three months of the evaluation starting. These can be updated as the evaluation progresses, and any updates are published on the project page of the EEF website.

However, in the case of CWSIs, this purist method is unlikely to be practical. Conducting a second, perhaps five-year-long, study to confirm a finding from exploratory analysis would mean waiting perhaps 12 years from a study being initially commissioned to being able to talk confidently about its findings. As noted in our definition of CWSIs, emergence is an important aspect of complex interventions, which, Rogers (2008) argues, implies that ‘specific outcomes, and the means to achieve them, emerge during implementation of an intervention’ (p. 39). In this setting, this implies that it will be difficult to predict in advance which (if any) sub-groups, or outcomes, are likely to be particularly influenced by the intervention. Although for some interventions we might expect the effects to be particularly pronounced for maths or for English results, or for students from less affluent families, the interactions between a CWSI and its environment are likely to be more nuanced.

Example of problems with a single-stage evaluation protocol for a CWSI
Leadership interventions, for example, are likely to be affected by the personal characteristics of the headteacher involved, and that headteacher’s relationships with particular teachers. Where the headteacher is a maths teacher, for example, one might imagine an intervention having a more positive effect on maths grades than English grades, and vice-versa if an English teacher. Although this is both plausible and testable (by conducting a subgroup analysis that focuses on students’ grades in the head’s own subject), it may be difficult to predict this relationship beforehand.

At the very least, the number of hypotheses for the mechanism through which a CWSI works which are plausible ex ante is likely to be large. Pre-specifying many outcome
measures or subgroups might be less problematic than deciding on them after the fact, but it is far from ideal. It would require potentially drastic corrections for multiple comparisons, such as those suggested by List et al. (2016), reducing the study’s power and, thus, requiring far larger sample sizes to detect a given effect.

2.2.1 Multi-stage evaluation protocols
We suggest the use of multi-stage evaluation protocols to help alleviate this problem in the context of CWSIs while, importantly, preserving the principle of making analytical decisions before interacting with the data. These principles may be applied to RCTs (at both efficacy and effectiveness stages) and QED evaluations. They do not solve all the flexibility and design issues commonly raised by critics of such impact evaluation models, but can go some way to address concerns while preserving features of the design vital to its credibility.

Under this model, the following process would be adopted:

- An evaluation protocol—including description of the primary, full sample analysis—is written and published as usual in advance of the evaluation launch. In line with good evaluation practice, the primary analysis should not be altered once it has been agreed. As such, this protocol remains the main document relating to the evaluation. However, it should state at its conclusion that a second-stage evaluation protocol will be published later, ideally giving a date.
- At the end of the experimental period, the implementation and process evaluation (IPE; further discussion in Section 5) should be conducted and analysed—certainly before impact analysis is conducted and, ideally, before the quantitative data for this analysis are even available to evaluators. If designed and conducted well, the IPE should provide insight into the mechanisms and channels through which the intervention is working in a way that was not possible before the evaluation.
- The findings from the IPE are then used to form hypotheses testable using the quantitative data for impact analysis. This should be written up and published as the second-stage protocol. This can also reflect any changes to the evaluation that occurred due to its duration or complexity.

Figure 4.4 outlines the ongoing reflection and evaluation required in preparation for writing the second protocol, which should:

- start with the logic model\(^1\) outlined at the evaluation design stage;
- draw on emerging findings from the IPE to provide evidence for, or contradict, the logic model outlined at the design stage to refine the approach; and
- work chronologically through the logic model, assessing—
  - the core components and active ingredients,
  - the moderators, and
  - the mediators.

Some elements, such as how well the intervention is implemented, will be assessed throughout the process.

---

\(^1\) To be consistent with the approach taken by Humphrey et al. (2013) we use the terms logic model and theory of change interchangeably, although we are aware of some differences in the literature, but generally use the term logic model for consistency.
Figure 2.2: Model for developing multi-stage evaluation protocol-based evaluation of a complex whole-school intervention

<table>
<thead>
<tr>
<th>Planning stage</th>
<th>Actions</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>• theorise and define logic model (core components, moderators, mediators and outcomes); • baseline survey of moderators.</td>
<td>• finalise intervention design and draft stage 1 of multi-stage evaluation protocol; • reporting of survey of baseline moderators.</td>
</tr>
<tr>
<td><strong>Randomisation (if applicable) and intervention begins</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Stage 1 IPE</strong> focuses on:</td>
<td></td>
<td><strong>Stage 1 Outcomes</strong> include:</td>
</tr>
<tr>
<td>1. context (flag any moderators which may affect the intervention); 2. how core components (intervention activities) are interacting with participants and context (moderators); 3. identifying additional intermediate outcomes (mediators) not identified by logic model.</td>
<td>1. refined and updated logic model; 2. updated intervention outcomes (additional stages of multi-stage evaluation protocol); 3. plans for subsequent qualitative or quantitative data collection methods for Stage 2 based on findings and insights as necessary.</td>
<td></td>
</tr>
<tr>
<td><strong>Stage 2 IPE</strong> focuses on:</td>
<td></td>
<td><strong>Stage 2 Outcomes</strong> include:</td>
</tr>
<tr>
<td>1. testing of revised logic model; 2. capturing mediators; 3. monitoring of implementation fidelity (as intended)?.</td>
<td>1. findings feed into intermediate reporting updating impact evaluation team and EEF with any insights which may affect the implementation of the intervention and evaluation; 2. updated intervention outcomes (additional stages of multi-stage evaluation protocol); 3. outline of how the qualitative/quantitative insights captured in Stage 1 and 2 can inform Stage 3.</td>
<td></td>
</tr>
<tr>
<td><strong>Stage 3 IPE</strong> focuses on:</td>
<td></td>
<td><strong>Stage 3 Outcomes</strong> include:</td>
</tr>
<tr>
<td>1. further testing of revised logic model; 2. changes in mediators to understand what activities (core components) are ‘active ingredients’; 3. monitoring of implementation fidelity.</td>
<td>1. NO further updates to multi-stage evaluation protocol once outcomes are available; 2. analysis of quantitative and qualitative findings; 3. combine IPE findings with impact evaluation findings to ensure insights from each inform the other: qualitative insights can help to theorise reasons for a positive or negative result; 4. deliver report on evaluation outcomes (interim if follow up Stage 4 required).</td>
<td></td>
</tr>
<tr>
<td><strong>If unexpected or detrimental result which cannot be explained through prior IPE</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Stage 4 Process Evaluation</strong> focuses on:</td>
<td></td>
<td><strong>Stage 4 Outcomes</strong> include:</td>
</tr>
<tr>
<td>1. unexpected or detrimental result to understand factors contributing to result.</td>
<td>1. recommendations for future studies in a post-mortem report and incorporated into final report.</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><strong>Deliver Evaluation Report</strong></td>
</tr>
</tbody>
</table>
We suggest organising reflection sessions at points throughout implementation (for example every 6 months) where members of the evaluation team meet and reflect on (using the logical flow outlined in Figure 2.3):

- how the theory (core components, mediators and moderators) is reflected in practice, and where it is different; and
- how the logic model was envisaged at design stage, and if and how it should be updated to reflect changes observed as the evaluation proceeds.

**Follow-up IPE (see Section 5.1.2)**

As shown in Stage 4 of Figure 2.2, this ongoing reflection and refinement process can provide the basis for commissioning a follow-up IPE in the event of an unexpected result from the impact evaluation, although this is less likely to occur if multi-stage evaluation is adopted. This is discussed further in Section 5.1.2.

We include an example outline of the first stage of a multi-stage evaluation protocol in Appendix 2.

**Figure 2.3: Logical flow in a multi-stage protocol evaluation**

The methods and approach outlined require a significant amount of work which will need to be resourced appropriately. It is also essential to outline the importance of these methods to schools in order that they understand the data ‘ask’ from the evaluation team.
3 Using randomised controlled trials to evaluate complex whole-school interventions

In this section:
- we assess the challenges of using RCTs for evaluating CWSIs and, in light of this, consider ways in which a standard RCT could or should be modified to suit CWSIs;
- we describe the situations in which a standard, parallel RCT—either individually or cluster randomised—might be appropriate for evaluating a CWSI; and
- we describe challenges to the validity of RCTs that are raised by using them to evaluate CWSIs, and describe mitigating actions.

3.1 RCT design

Key Message 3: Use parallel school-level cluster RCTs
Although they are not without their challenges, a parallel school-level cluster randomised controlled trial (cRCT) is the most robust and practical way of evaluating the effect of CWSIs.

We outline the advantages and disadvantages of different designs in Table 3.1. Individually randomised trials are fairly rare in education and are only suited to very simple interventions where spillover between individual participants (also known as ‘interference’ or violation of the Stable Unit Treatment Value Assumption, SUTVA) is either impossible or highly unlikely. In the case of CWSIs, it is impossible to conduct randomisation at this level: it is not practically feasible to randomise at a level lower than that at which the intervention is to be delivered, and so a CWSI needs to be randomly assigned to entire schools at a time.

Where individual randomisation is not possible, the most straightforward design is a parallel cluster randomised controlled trial (cRCT). This has the advantage of preventing spillovers between treated and control participants in the same school, and can be easier to implement. There are, though, substantial consequences for statistical power: compared to individually randomised trials: trials with a higher level of randomisation require many more individual participants in order to achieve a robust estimate.

Table 3.1: Advantages and disadvantages of RCT designs applied to the evaluation of CWSIs

<table>
<thead>
<tr>
<th>Design</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual randomisation</td>
<td>• Can be well-powered with small numbers of participants.</td>
<td>• Only suitable for simple interventions delivered to individuals where spillover between these individuals is impossible. Therefore, unsuited to evaluation of CWSIs.</td>
</tr>
<tr>
<td></td>
<td>• Analysis straightforward and transparent.</td>
<td></td>
</tr>
<tr>
<td>Class-level cluster randomisation</td>
<td>• Requires fewer participants for equivalent power than school RCTs.</td>
<td>• Only suitable for interventions delivered to classes with low risk of spillover between classes and therefore unsuited to CWSIs.</td>
</tr>
<tr>
<td></td>
<td>• School-level covariates are balanced between treatment and control</td>
<td></td>
</tr>
<tr>
<td>Design</td>
<td>Advantages</td>
<td>Disadvantages</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>-----------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>School-level cluster randomisation</td>
<td>Lower risk of school attrition as all schools receive treatment.</td>
<td>Requires larger numbers of schools to achieve the same level of statistical power than is the case with individual randomisation designs.</td>
</tr>
<tr>
<td></td>
<td>Requires larger numbers of schools to achieve the same level of statistical power than is the case with individual randomisation designs.</td>
<td></td>
</tr>
<tr>
<td>Stepped-wedge design</td>
<td>Ssuited to an intervention where the delivery unit is the school. Low risk of spillover between treatment and control schools.</td>
<td>Large number of schools (and therefore pupils) required for sufficient power. High risk of attrition of control schools.</td>
</tr>
<tr>
<td>Cross-over design</td>
<td>Discourages attrition as all schools are treated.</td>
<td>Analysis is more complex. In some applications there is a lack of concealment in that schools or units that know they will be denied access to the intervention for a period of time adjust their behaviour in the intervening period in anticipation of programme entry, thus biasing their status with regard to control conditions.</td>
</tr>
<tr>
<td></td>
<td>Uns suited to the evaluation of CWSIs because these cannot generally be ‘stopped’.</td>
<td></td>
</tr>
</tbody>
</table>
Cluster Randomised Controlled Trials (cRCTs)
In a cRCT, groups (or clusters) of participants are assigned together, and at random, to either a control condition or to one or more treatment groups.

In education, the two most common forms of clusters are the classroom—which may be appropriate in multi-form-entry primary schools, or in secondary schools where students are largely or entirely taught in the same groups—or the whole school.

In a cRCT, all schools have the same probability of being assigned to a given condition, and that assignment is independent of the assignment of other schools. For all participants within a school, however, the assignment of a given student predicts exactly the assignment of all other students in their school.

Figure 3.1, below, runs through the process of a cRCT.

Figure 3.1: Process of a cluster randomised controlled trial
3.2: Mitigating risks to RCT validity when evaluating complex whole-school interventions

Attrition, of pupils or schools, is a potential risk to the validity of all evaluations. This is discussed in existing EEF guidance. However, the risks may be particularly acute in the case of CWSIs because of:

- the increased length of evaluations; and
- the all-encompassing, and hence burdensome, nature of whole-school interventions.

This discussion focuses on the issue of school-level attrition based on the EEF’s existing guidance (Education Endowment Foundation, 2013), experience with previous RCTs, and the particularly large implications for validity and statistical power. Nevertheless, it is important to consider issues of differential pupil attrition and potential crossover using existing guidance.

3.2.1 Considering the appropriate trial length

<table>
<thead>
<tr>
<th>Key Message 4: Ensure evaluation is long enough to capture effects</th>
</tr>
</thead>
<tbody>
<tr>
<td>To capture the full effect of an intervention, evaluations of CWSIs are likely to be longer than most of the evaluations currently funded by the EEF. However, they must not be allowed to become longer than necessary.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Key Message 5: Consider implications of trial length for statistical power</th>
</tr>
</thead>
<tbody>
<tr>
<td>Longer trials are likely to be associated with higher rates of attrition and non-compliance. The length of the evaluation should be taken into consideration when estimating statistical power.</td>
</tr>
</tbody>
</table>

It is a feature of CWSIs that they may take longer to ‘bed in’ than simple interventions. However, a longer trial to capture this—for example a five-year-long trial (which would allow students who began a secondary school at the start of the trial to complete their GCSEs)—is more likely to suffer from substantial attrition and non-compliance. If an effect takes time to build, but the available sample gradually shrinks, there is a trade-off between treatment effects on the treated and the sample available to analyse. In the case of CWSIs, the former is likely to need to take primacy.

As such, evaluations of CWSIs are likely to be among the longest evaluations funded by the EEF. We envisage evaluations that could approach, or even exceed, five years in duration from setup to outcome measurement. As noted in Section 2, this is a key reason for the consideration of QED evaluations, rather than RCTs, because of the difficulty in maintaining a control group over this extended period.

Nevertheless, it is important to prevent this from going beyond what is necessary. Even if a QED impact evaluation is adopted, longer evaluations increase risk because of the increasing risk of non-compliance by treated schools the longer the evaluation goes on.

3.2.2 Attrition from an intervention

<table>
<thead>
<tr>
<th>Key Message 6: Adopt measures to increase retention</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measures discussed in Section 3.2.2 should be considered to increase retention of schools.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Key Message 7: Investigate attrition as part of the IPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>The IPE (discussed further in Section 5) should explore why pupils/teachers/schools drop out and whether this was related to the intervention.</td>
</tr>
</tbody>
</table>
Attrition from an intervention can occur either before the trial or at any point during it. If it is not accompanied by attrition from data collection, it does not directly threaten the internal validity of the trial but does make it less likely that we will observe a significant treatment effect.

Before the intervention delivery starts, attrition is most likely to occur because schools lose interest. This is a particular risk if long lead-in times are required for recruitment and set-up. Losing schools during this period clearly poses issues for the project (including for statistical power and external validity) but, if it occurs prior to randomisation, does not directly pose a risk to the trial's internal validity. Furthermore, using this period productively to ensure schools are fully committed to the project and aware of the requirements of the evaluation can help to reduce the risk of attrition once the intervention delivery begins. This is particularly important in the case of CWSIs, given the particularly large commitment required to participate fully.

Throughout the trial, schools may cease the treatment due to a loss of enthusiasm among staff, key members of staff supporting an intervention leaving, or new teachers arriving and not being trained. Attrition from treatment might be avoided by using process monitoring data in real time, or close to real time, to determine which schools are dropping off from treatment. Specifically, if there are materials that need to be accessed regularly for treatment, then project teams can monitor which schools are, or are not, logging onto the resource website, and proactively reach out to the latter to offer support or refresher training courses.

We recommend considering the following measures to increase retention:
• allow longer lead-in times for on-boarding schools, perhaps as much as six to nine months before trial launch;
• plan a recruitment, communication, and engagement strategy to mitigate the risk of long lead times (see below); and
• if possible, build in real-time monitoring of process data to allow targeted support of at-risk schools.

Given the challenge that attrition may well still pose, we also recommend investigating it as part of an IPE. Although finding out why does not help us correct for attrition during the trial, it can help us interpret and understand outcomes. This will help evaluators understand potential unintended effects of the intervention, and may help improve the intervention if rolled-out further.

3.2.3 Attrition from data collection
Schools dropping out from data collection directly threatens the internal validity of the trial since it undermines attempts to estimate a true intention-to-treat effect. This issue is significantly reduced where administrative data is used as an outcome and this should be considered as part of the design process. However, this will not be right for every intervention. Ultimately, the other messages in this section, along with existing EEF guidance, are likely to be the best ways to minimise this issue.

3.2.4 Recruitment, communication, and engagement

**Key Message 8: Agree a combined recruitment, communication, and engagement strategy**
Project and evaluation teams should agree and implement a combined recruitment, communication, and engagement strategy during recruitment and into the period of implementation. This should include the elements discussed in Section 3.2.4.
Existing EEF guidance notes that a project communication plan may be useful. In the case of CWSIs, we see a combined recruitment, communication, and engagement strategy as vital to the successful completion of the evaluation. After theorising and designing the trial, but before recruitment begins, the delivery and evaluation teams should develop this jointly. It should include:

- close collaboration between delivery and evaluation teams during the recruitment process, but with clear areas of responsibility to avoid unnecessary duplication or things ‘falling between the gaps’;
- a clear explanation to schools of what will be involved in both the project and the evaluation: CWSIs are often time and resource intensive for schools to implement and to co-operate with evaluators; and
- a clear outline of the responsibilities of the schools, the delivery team, and the evaluation team: duration and intensity of evaluation activities should be clearly listed.

The costs, in terms of time and effort, associated with evaluation should not be underestimated. Schools should be aware when, and in what way, the evaluation team needs access. Especially where the delivery team routinely implements their ‘product’ in schools, they may not be aware of the additional responsibilities that come with careful evaluation.

Having a member of the evaluation team present during discussions with schools will:
- facilitate a clear and transparent agreement between schools and the project team;
- allow the research team to identify schools that will be good implementation partners; and
- allow the evaluation team to become familiar with the specific contexts of participating sites: this will help guide their thinking about how, when, and where to conduct the IPE.

As noted above, communication is essential to reduce attrition and helps evaluators sustain a longer lead time prior to the launch. Once the evaluation is underway, it may be helpful to provide each participating school with a single, named point of contact for all queries about the project (whether intervention or evaluation) to help develop a strong relationship. This person would then direct queries to the appropriate person on the evaluation or project team for action.

In summary, an effective recruitment, communication, and engagement strategy for evaluating CWSIs includes:
- assigning one contact person to each school to develop the relationship;
- having one line of communication between the delivery and evaluation teams, arranged as part of the communication strategy; and
- communicating timelines to schools at recruitment stage, being clear about what is expected and what schools can expect in return.

3.2.5 Recruitment and school readiness

| Key Message 9: Assess school readiness to participate during recruitment |
| Use the checklist in Appendix 4 to ensure school readiness to participate in the intervention and evaluation. |

In an ideal world, we would like to recruit a random sample of schools to participate in evaluations. However, in reality, it is important to narrow this to schools with a high
probability of completing the intended intervention. As such, when engaging with potential participants, it is helpful to chart their organisational readiness to implement a CWSI.

Ultimately, implementation depends on the receptivity of participating schools. Although it is difficult to assess a school’s likelihood of implementing an intervention with high fidelity before launching the trial, it is important to be mindful of the factors that are relevant to the intervention delivery system.

In initial conversations with schools, determining whether the senior management and teachers have a shared vision and agree on the value and purpose of the intervention, is instructive. Furthermore, cultural norms regarding change will likely determine whether the intervention succeeds. When the organisation is open to change in a broad sense, and its staff is willing to try new approaches, a new intervention is more likely to be perceived as acceptable and to be integrated into praxis.

A checklist to assess school readiness to participate in evaluations of CWSIs is included in Appendix 4. Schools should meet most, if not all, of the criteria to be considered ready to participate in the evaluation.
4: Quasi-experimental impact evaluation for complex whole-school interventions

Although Section 3 argues that it is often possible to use cRCTs to estimate the impact of CWSIs, this will not always be the case (see Section 2). In cases where an RCT is infeasible or undesirable, a well-designed quasi-experimental evaluation design (QED) may be able to provide an impact estimate where one would otherwise simply not exist (Petticrew et al., 2005), or give a more credible impact estimate than from an RCT with implementation issues.

This section discusses important considerations for conducting a QED impact evaluation of CWSIs, including:

- considerations when planning a QED impact evaluation;
- discussion and exposition of one particular method of QED impact evaluation (matched difference in differences) that we argue is likely to be particularly useful in the context in which EEF might fund evaluations of CWSIs; and
- additional requirements for analysis and reporting of a QED impact evaluation.

4.1 Planning quasi-experimental evaluations

4.1.1 Pre-planned vs. natural QED impact evaluation

<table>
<thead>
<tr>
<th>Key Message 10: Conduct only pre-planned QED impact evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Where it pursues a quasi-experimental approach to evaluation, the EEF should concentrate on planned evaluations, rather than 'natural' experiments. This will guard against their use in settings where they are unlikely to produce credible estimates of impact.</td>
</tr>
</tbody>
</table>

There is a well-developed literature on estimating the impact of a policy change or intervention through QEDs, often making use of ‘natural experiments’ rather than pre-planned evaluations of the type that the EEF is familiar with (Craig et al., 2012). This chapter discusses QEDs and how to design evaluations that make best use of these methods to provide robust estimates of impact.

Where these approaches are opportunistically applied to observational data (‘natural experiments’) it is sometimes questionable whether the assumptions needed for the QED to produce unbiased causal estimates are justified. However, this does not mean that the principles underlying the methods themselves are fundamentally problematic. If planned and carefully applied in cases where relevant assumptions are justified, it is possible to provide credible impact estimates.

---

2 There are differences in the literature about what is generally meant by the term ‘natural experiment’ (Craig et al., 2012). Here we have in mind evaluations using pre-existing observational data in which the analyst identifies and exploits natural sources of variation to estimate causal impact (Petticrew et al., 2005, p. 752).
4.1.2 Intention-to-treat analysis in quasi-experimental evaluation

**Key Message 11: Always use intention-to-treat analysis**
Analysis of QEDs should be carried out on an intention-to-treat (ITT) basis to maximise comparability with this approach for RCTs.

**Key Message 12: Identify a ‘quasi-randomisation’ date**
To ensure there is clear identification of the analysis sample, the evaluation and project teams should agree a ‘quasi-randomisation’ date at which the sample of intention-to-treat schools is finalised.

All EEF evaluations are currently designed to recover intention-to-treat (ITT) effects because the sample is determined at the start of the evaluation at randomisation. It is important to consider what such an estimator looks like in a quasi-experimental evaluation. The most basic requirement remains to find comparators, and estimate results, using all schools who begin the intervention, not—
- all schools who express interest but are not fully signed up (who would drop out before randomisation in an RCT); or
- only schools who fully complete the intervention (since this would only be an on-treatment analysis).

To this end, we suggest that in QEDs the evaluation and project teams agree in advance a cut-off date analogous to the randomisation date in an RCT. This could be thought of as the ‘quasi-randomisation’ date. All schools and only schools who have completed all necessary pre-intervention steps by this date should be used as the basis for the evaluator’s construction of a comparison group (i.e. completion of pre-intervention steps by the quasi-randomisation date should be treated as both a necessary and sufficient condition for inclusion in the treatment group).

In the case of an RCT, randomisation provides the basis for assuming that control group drop-out, had they been treated, would have been similar to that seen in the treatment group, making this a valid comparison. In the same way, when constructing a comparison group for all schools that we intended to treat (not just those that were actually treated), we are appealing to the identifying assumptions of the chosen QED to justify the implicit assumption that we would have seen a similar level of treatment drop-out from our comparison group. The plausibility of this assumption is likely to be similar to that of the QED approach more generally.

4.2 Approaches to quasi-experimental evaluation

**Key Message 13: Consider matched difference in differences**
We recommend that the EEF considers the use of a matched difference in differences design for future projects where RCTs are not feasible. It will not be suitable for all projects and nor is it the only possibility. The decision should be taken in conjunction with project and evaluation teams.

This section primarily focuses on one approach to QED impact evaluation: matched difference in differences. This is not because there are not others approaches that may be useable to evaluate certain CWSIs of interest to the EEF. However, we maintain this focus because we think this will often be an applicable and robust approach in this context.
4.2.1 Matching methods

One approach to QED impact evaluation is the use of matching methods. Rather than comparing individuals with all untreated individuals, matching restricts with whom individuals in the treatment group are compared. This can be done in various ways (see below), but the aim is always to end up comparing treated schools with untreated schools that were, nevertheless, just as likely to have received the treatment. The intuition is that once we are comparing treated schools with untreated matched comparator schools that were equally likely to receive the intervention, these two groups of schools will have the same expected outcomes in the absence of treatment and, as such, any difference in their outcomes after the intervention has occurred is attributable to the treatment.

The strong assumption that is implied is that schools who are matched do genuinely have the same probability of ending up in the treatment group. In other words, a treated school and the school(s) with which it is matched would be expected to have the same outcomes in the absence of the treatment. Since we can only match on observed characteristics, the risk is that unobserved or unobservable differences could undermine this assumption.

Approaches to matching

There are many options available for matching schools in treatment and comparison groups. These range from relatively simple to more complex approaches, many of which can also be combined (for example, ‘nearest neighbour’ with ‘caliper’). Five commonly used approaches are discussed in Table 4.1.

Table 4.1: Approaches to constructing a matched comparison group

<table>
<thead>
<tr>
<th>Matching approach</th>
<th>Description</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nearest neighbour</td>
<td>Each treated school (or individual)</td>
<td>• Can be carried out ‘with</td>
</tr>
</tbody>
</table>
is matched with one school (or individual) in the comparison sampling frame whose propensity score is most similar.

replacement’, where an untreated school can be used as the comparator for more than one treated school, or ‘without replacement’ where once a school has been selected as a comparator it is no longer available to be selected.

• 1:1 matching is described here, but a larger number of matched untreated schools can be chosen per treated school.

Radius/Caliper

Treated schools (or individuals) are compared with an average of all schools (or individuals) in the comparison group whose propensity score is within a certain distance either side of the treated school’s propensity score.

• The choice of the width of caliper involves a trade-off between bias (a narrower caliper limiting bias but potentially reducing the number of matches) and precision (a wider caliper interval that raises the possibility of bias but increases the number of potential matches).

• Commonly combined with nearest neighbour to ensure that the nearest neighbour is only selected if it is not too different from the treated school.

Kernel

Treated schools (or individuals) are compared with a weighted average of all schools (or individuals) in the comparison group; weights depend upon how different the two propensity scores are.

• Weighting is determined by different kernel functions e.g. Epaneknikov.

Exact

Each treated school (or individual) is matched with comparison schools (or individuals) which precisely share all the characteristics on which matching is based.

• Often used for only a small number of very important characteristics and combined with other matching methods.
Coarsened exact matching allows the analyst specifically to set a tolerance around exact matches of certain characteristics (particularly important with continuous variables where truly exact matches are unlikely) allowing ex-ante specification of balance rather than ex-post testing.

We are reluctant to recommend any particular method since this depends on the nature of the evaluation. No one method will perform best in all circumstances. For this reason, we recommend that evaluators should test the robustness of their findings to making different decisions about the matching approach.

We suggest that a minimum of five robustness checks of alternative matching specifications should be conducted. This is just a rule of thumb based on the number of alternative specifications observed in previous trials in this field (for example, Allen and Allnutt, 2013, report seven; Alcott, 2017, only reports three) and should be driven by sensible alternatives that could have been chosen when choosing the preferred approach. Alterations to the approach might include:

- a different approach to matching entirely (for example, kernel rather than coarsened exact);
- changes to the number of nearest neighbours selected;
- changes to the width of the caliper;
- changes to the type of kernel used; and
- changes to the tolerance in coarsened exact matching.

**Box 4.1: Principles for the selection of matching variables**

- Variables used for matching should be ones that cannot have been affected by the intervention itself (Bryson et al., 2002, p. 35). Although this does not entirely rule out using variables collected after the intervention begins (since we could match only on individuals’ fixed characteristics), in general we recommend the use of variables that are based on data collected before the intervention begins and, ideally, before schools are even approached about participation.

- Following previous evaluations in this context, we suggest considering matching on the basis of proportions of pupils in the following categories—those eligible for pupil premium, with special educational needs, having English as an additional language (EAL), of White British ethnic background, or female—other characteristics might include the average performance of pupils in national examinations (ideally at intake and outflow), school type, and region.

- Ideally, the variables used for matching should be guided by theory and previous evidence, i.e. what do we know that leads us to think that certain schools are likely to want to participate in evaluations of this type? We have provided some suggestions above but it may be productive to commission further work that explores the characteristics of schools (including their composition) in previous EEF evaluations in several broad categories. Such work should consider the issue of overfitting and consider techniques such as machine learning to provide a robust set of predictors of treatment and outcomes. Wong et al. (2017) suggest piloting an evaluation specifically for the purpose of determining important factors that predict participation and outcomes.

- A small number of exact matching criteria may be warranted if there are reasons to be concerned about effects that would differ significantly across types of school, such as academies vs. maintained schools, single sex vs. coeducational schools. In a similar vein, matching within region may be important (Wong et al., 2017) to achieve good balance on ethnicity and EAL composition (Allen and Allnutt, 2013, p. 12).

- Matching on pre-intervention trends in results may help to capture changes taking place at the school that might otherwise undermine the common trends assumption (Allen and Allnutt, 2013, p. 13; Cook, Shadish and Wong, 2008). This might also help to deal with issues of differential school motivation, otherwise incredibly difficult to capture as part of a matching approach, with pre-intervention trends in results acting as a proxy for school motivation.
Selecting variables on which to match

Previous evaluations have explicitly applied matching approaches to the NPD (specifically matched difference in differences, see further details below) to estimate, for example, the impact of Teach First (Allen and Allnutt, 2013), the provision of free school meals for all pupils (Kitchen et al., 2013), and a school building programme on academic outcomes (Thomson, 2016). Although the variables themselves differ, we use these previous studies and other sources of guidance (such as Bryson et al., 2002; Caliendo and Kopeinig, 2008) to develop a list of key principles regarding the selection of matching variables.

Common support
An important issue when estimating impact using a matching approach is exploring the extent to which there is overlap between the treatment and comparison groups in terms of the propensity to be selected for the intervention. This is known as ‘common support’. Failure of common support undermines the comparability of the matched comparison group that is assembled.

To illustrate the issue, consider the case of simple ‘nearest neighbour’ propensity score matching with replacement. If this were to be conducted without considering common support, and there are large numbers of treated schools that have higher propensity scores than the untreated school with the highest propensity score, they would all, nevertheless, be matched against that one untreated school with the highest propensity score, no matter how much more likely to receive the treatment they were themselves.

This will be far less of a problem when individuals in the treatment and comparison groups have similar distributions of propensity scores. However, where it does occur, it is common practice to impose common support by dropping treated observations with a higher propensity score greater than the highest propensity score of untreated observations and dropping untreated observations with a smaller propensity score than the lowest propensity score of treated observations. We then estimate impacts concentrating on the sub-sample where we have seemingly comparable treatment and comparison schools.

When matching approaches produce credible estimates
Matching methods are most likely to be effective where untreated schools could easily have been treated. This is most likely where decisions to participate in the programme are in some way arbitrary, for example being based on proximity to where a project team has available trainers. A checklist to assess the plausibility of producing credible estimates using this approach is provided in Appendix 5. In general, all criteria should be met to support use of this method.
Another approach is the use of ‘difference in differences’, essentially comparing trends in treated schools’ performance with such trends in untreated schools. While difference in differences evaluations can make use of individual-level data, the intuition is clearer at the school-level.

To understand this method, it is helpful to consider a simpler version, known as the ‘before-after approach. In this approach, we simply use treated schools’ past performance as our comparator: our estimate of the treatment effect is the difference between their performance before and after its introduction. This makes the strong assumption that any change in a school’s performance between the period before an intervention started and the period afterwards (beyond that we might expect from random variation) is caused by the intervention. However, we might well think that this is too strong an assumption. For example, changes in schools’ performance might just reflect national trends in results.

The robustness of this method is enhanced by combining it with a comparison group; this is known as a difference in differences approach. Rather than just using the change in treated schools’ performance, we compare the change in treated schools’ performance with the change in untreated schools’ performance over the same period.

Matching approaches are more likely to be effective when evaluating programmes where:
1. informational constraints mean a large number of schools simply haven’t heard of the intervention. The less well-known a programme, the more likely our untreated comparator schools would have signed up if they had heard of it and, thus, be better comparators; and
2. there are a number of potentially interchangeable programmes and we want to consider their relative effectiveness, while the purchase decision isn’t closely related to the characteristics of the school so can be considered as good as random for the purposes of evaluation (e.g. Read Write Inc.).

By contrast, they are much less likely to be considered credible:
1. when evaluating well-known programmes promoted by high-profile organisations, since these may have already been considered (e.g. PiXL Club); or
2. where taking part has major effects on the organisation of the school and, thus, is much too important a decision to be considered random (e.g. School Direct; Teach First).

When difference in differences produces credible estimates
Comparing the assumptions behind difference is differences and matching methods is instructive. A key advantage of the former is that it does not rely on the assumption that all the differences between treated and comparison schools (or individuals) are explained by the observable characteristics that we have available to us. Instead, we can rely to some extent on unobservable differences between these two groups being absorbed by the process of focusing on differential trends over time rather than outcomes directly.

It is, therefore, important that such interventions do not coincide with other school initiatives or changes with the potential to produce similar effects, for example the appointment of a new headteacher. A checklist to assess the plausibility of producing credible estimates using this approach is provided in Appendix 5. In general, all criteria should be met to support use of this method.
Matched difference in differences

Matching and difference in differences approaches may be combined to leverage advantages from each (Stuart et al., 2014). This has previously been used in educational settings, for example to estimate the impact of employment while in school on educational outcomes (Buscha, Maurel, Page and Speckesser, 2012).

It is less demanding than simple matching because it is only trends that need to be the same between the treatment schools and the matched comparison schools, rather than levels. Likely for this reason, there is evidence that it performs better than simple matching approaches at replicating experimental results (Smith and Todd, 2005).

The basic idea of this hybrid approach is to:
- use the process of matching to select a comparison group of schools that is more likely (as noted above) to have the same trends in outcome variables as our treatment group, then
- apply the difference in differences approach to this panel of schools.

More complex hybrids are also possible, for example matching at both school and individual level so that we only compare the difference in performance between matched individuals in treatment and comparison schools after implementation with the difference in performance between matched individuals in treatment and comparison schools before intervention.

The National Pupil Database (NPD) is well suited to use in matched difference in differences evaluations, even though it may not be particularly suitable for either approach in isolation:
- Simply comparing the trends in treated schools to all other schools is still likely to suffer from bias due to the presence of schools with highly different characteristics.
- In addition, administrative data typically lacks rich enough background variables to conduct matching in isolation.

However, the large dataset means that we have a large pool of potential comparison schools and sufficient school-level characteristics to identify matched schools that are likely to experience common trends in our outcome of interest.

When matched difference in differences produces credible estimates
To produce credible impact estimates, matched difference in differences requires some of the assumptions from each of its elements (matching and difference in differences) but
these are able to rely on one another. For example, we noted above that difference in differences is likely to be more plausible when the treatment and comparison groups are similar in terms of observable characteristics: matching helps to ensure that this is the case. Likewise, matching benefits from being able to use a school’s previous performance to deal with unobserved differences.

A checklist to assess the plausibility of producing credible estimates using this approach is provided in Appendix 5.

<table>
<thead>
<tr>
<th>Matched difference in differences is more likely to be effective when evaluating interventions where:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. informational constraints mean a large number of schools simply haven’t heard of the intervention. The less well-known a programme, the more likely our untreated comparator schools would have signed up if they had heard of it and, thus, be better comparators.</td>
</tr>
</tbody>
</table>

By contrast, they are much less likely to be considered a credible approach when evaluating interventions where:

1. implementation is typically contemporaneous with other changes occurring in the school, since the impact estimate will pick these up as part of the treatment effect; or

2. there is reason to believe that trends in outcomes between treatment and comparison schools are diverging for reasons unrelated to the treatment.

### 4.2.4 Other QEDs

We have not discussed here the many other QEDs that exist—such as Synthetic Control methods and Regression Discontinuity Designs (RDDs)—but this does not mean that their use will never be appropriate. Evaluators should still be able to advocate for their use if they seem appropriate for a particular setting, however we judge that they are less likely to be generally applicable to the evaluation of CWSIs than the approaches we have advocated.

### 4.3 Implementation, analysis, and reporting

**Key Message 18: Match blind to outcomes**
Matching should be carried out blind to outcomes. Best practice would be to carry out matching at a roughly analogous time to when randomisation would be carried out in an RCT to ensure that this is the case.

**Key Message 19: Maximise transparency of matching process**
The matching process should be made as transparent as possible to ensure the credibility of findings and allow for replication. Recommended reporting requirements are outlined in Section 4.3.

There are some important differences in implementation, analysis, and reporting in QEDs. We describe these here. We also include an outline Statistical Analysis Plan (SAP) for our recommended approach of a matched difference in differences evaluation, in Appendix 3.

#### 4.3.1 Timing and transparency of matching process

An important question that does not arise in RCTs concerns at what point, and under what conditions, matching should be carried out. It is important that matching should be carried out:

- blind to outcome variables; and
- ideally, at an analogous point in the process to randomisation (that is, ahead of implementation).
The impact estimates from matching analysis are more dependent on decisions made by the analyst than is the case for randomisation (meaning it is easier to make changes to the specification inadvertently or deliberately that affect the likelihood of finding a positive outcome). As such, it is particularly important that there is no potential for it to be claimed that the process has been manipulated to increase or reduce the impact estimates.

The matched sample chosen should be reported to the EEF (but not published) and full details of the approach adopted reported in a SAP (see Appendix 3).

4.3.2 Statistical inference in difference in differences

| Key Message 20: Use appropriate statistical inference with difference in differences |
| Statistical inference in difference in differences analysis should be conducted in line with the principles highlighted by Brewer, Crossley and Joyce (2013). |

Difference in differences has its critics, such as Bertrand, Duflo and Mullainathan (2004), who note that, compared to randomised designs, there is a risk that it might lead us to estimate seemingly statistically significant effects where none are present. This stems from serial correlation within clusters.

However, others have demonstrated that this risk is significantly reduced when appropriate statistical inference is used (Brewer, Crossley and Joyce, 2013). The use of appropriate statistical inference is, therefore, important. Brewer et al. highlight the importance of accounting for serial correlation. In many cases this can be achieved by calculating cluster-robust standard errors across time. Where there are a relatively small number of clusters (below roughly 42) alternative procedures based on cluster bootstrapping may give more reliable inference.

Depending on one’s view of the purpose of matching (Ho et al., 2007), it is often also seen as adding complexity to statistical inference. In the past, a common way around this was to use bootstrapping techniques, however this approach may not be valid with all approaches to matching (Abadie and Imbens, 2008). Adjustments for simple nearest neighbour matching are currently only available for limited settings (Abadie and Imbens, 2011). As such, the potential implications for confidence in our estimates of the approach to statistical inference taken by the evaluator should be reported.

4.3.3 Balancing checks on observables

| Key Message 21: Conduct balancing checks |
| Balancing checks on observables, as currently reported for RCTs, should also reported in this setting. This should be done for, at a minimum, all characteristics on which schools have been matched. |

In RCTs, it is common practice to check the balance of observable characteristics between the treatment and control groups, both after randomisation and of the final analysis sample. This is even more important in the context of QEDs where lack of balance is more likely to occur. At minimum, balance of all characteristics included in the matching model should be checked. Despite the difference in differences element of the design, our confidence in the results of the evaluation should be considerably reduced if we have not achieved strong balance on observables.
This may be helpfully done using standardised differences rather than significance testing of differences (Imbens and Rubin, 2015, ch. 14) especially in this setting of using NPD data where large sample sizes may give us the sense that a small difference in characteristics is, nevertheless, statistically significant. Our confidence in studies where there are absolute standardised differences greater than 0.05 in important observable characteristics should be significantly reduced. This adopts the same definition and threshold as that for randomised experiments.

Nevertheless, we should remain mindful of the fact that there may still be imbalance on unobserved or unobservable characteristics that could be important for predicting participation in the intervention and our outcomes of interest, the identifying assumption matching (‘unconfoundedness’) requires to produce an unbiased estimate of the treatment effect.

### 4.3.4 Analysis of common trends

<table>
<thead>
<tr>
<th>Key Message 22: Analyse and report pre-treatment common trends</th>
</tr>
</thead>
<tbody>
<tr>
<td>When using difference in differences, analysis of pre-treatment common trends in the outcome variable between the treated group and the matched sample should be reported. This should include both placebo tests of pre-treatment impact and graphical plots of pre-treatment trends in outcome variables among treatment and comparison groups.</td>
</tr>
</tbody>
</table>

As described above, the fundamental idea behind the difference in differences approach is to compare the change in schools’ performance over the course of the programme with the change experienced by other schools. The robustness of this method rests on the assumption that the change in the schools where the programme was implemented would have been the same as that seen in the comparison group schools, had the programme not been operated there.

This is known as the ‘common trends’ assumption. Figure 4.1 provides an illustration of outcome measures with common trends in pre-treatment outcome measures. Failure of the assumption could result in over- or under-estimation of the effect of intervention.

**Figure 4.1: Illustration of intuition underlying difference in difference evaluation**
The common trends assumption is less demanding than the assumption inherent in the ‘before and after’ approach, but nevertheless requires justification. It cannot be tested directly because we do not know what would have happened to the treatment schools if the intervention had not been implemented.

However, assembling several years of pre-intervention trends in the outcome variable in treatment and comparison schools provides useful evidence on whether it is likely to be justified and, hence, how much confidence we should have in our approach. This can be done by:

- graphical inspection of trends in the data among treatment and comparison groups; and
- more formally using ‘placebo’ tests in which we estimate the ‘impact’ during the pre-treatment period: rejecting the null hypothesis of no impact in a placebo test should significantly reduce our confidence in the actual impact estimate.

Of course, we should acknowledge that common trends in the pre-treatment period does not guarantee that this would be maintained into the treatment period in the absence of the treatment, as the identifying assumption of difference in differences requires to produce an unbiased estimate of the treatment effect.

### 4.4 Second round recruitment

We touched above on the issue of differential school motivation and how matched difference in differences may be able to address this to some extent, by allowing matching on pre-trends. One way of identifying similarly-motivated schools would be to launch a “second-round recruitment”—identical to the first round—at the end of the initial treatment procedure, once the evaluation begins. This could either ask schools if they would, in principle, like to participate in a future round of the evaluation. A positive response could be used as a criterion for inclusion in the comparison group or could form a second round of schools for intervention. This latter approach would prevent use of this as group for long-term follow up, but would provide a comparison group that have followed through the process from recruitment to starting implementation.

While this seems attractive, it still poses challenges. In particular, motivation is not a factor that is constant over time. Just because our ‘second round’ recruits are motivated by the intervention at the time of second recruitment does not mean that they were similarly motivated at the time of the initial recruitment. This reduces our confidence in the assumptions behind the evaluation method (for example, of balance on important observables and unobservables in the case of simple matching and/or that there will be common trends between the two groups in the case of difference in differences) that we then go on to apply. The closer in time between the two rounds of recruitment the less likely this would be to raise a concern, although this clearly limits the length of time over which we would be estimating the impact of the intervention. Regardless, it remains important to undertake appropriate tests and robustness checks for the method being applied.
5: Implementation and process evaluation (IPE) for evaluations of complex whole-school interventions: moderators, mediators, and outcomes

In Sections 2 and 3, we highlighted experimental and quasi-experimental designs that can be used to evaluate CWSIs. This section outlines how evaluation of CWSIs should be enhanced by being embedded within a multi-phase mixed methods IPE (including a combination of additional quantitative and qualitative evaluation methods, incorporating multiple data collection points) to help explore not just ‘what works’, but ‘what works, when, and for whom’ (Bonell et al., 2012; Moore et al., 2015).

Much of this discussion builds directly on the EEF’s guidance for Implementation and Process Evaluation (IPE) by Humphrey et al. (2016a). Here we emphasis points that are particularly important or relevant in the context of CWSIs. In the case of CWSIs, a fully integrated mixed-methods approach to evaluation is especially important, to the extent that we may not wish to think of there being a ‘separate’ IPE.

We posit a multi-phase mixed-methods approach to support evaluators to work within the complex whole-school context, using qualitative data to refine RCT or QED implementation or outcome measures. We identify three key elements that should be addressed in an IPE: a clear focus on (1) core components, (2) moderators, and (3) mediators. A fictional example of how these stages interact is outlined below in Figure 5.1.

Figure 5.1: Example logic model: reducing bullying in schools

These elements are important to consider throughout the design and implementation stages and should be integral to the evaluation (see Humphrey et al., 2016a, p. 3). For CWSIs, it would be useful to map out these three factors in conjunction with conducting a
TIDieR framework (Humphrey et al., 2016b, p. 19). We consider these at design stage and then provide suggestions to help measure these during implementation.

5.1 IPE design

5.1.1 Overall approach to IPE

Key Message 23: Conduct multi-phase mixed methods IPE

Use a multi-phase mixed methods IPE design to ensure findings are maximising the efficiency and accuracy of the evaluation. The order of the quantitative and qualitative data collection and analysis should be fully rationalised in the evaluation protocol.

Humphrey et al. (2016a, p. 8) state that the use of mixed methods in IPE should be standard. We see no reason to diverge from this view for the evaluation of CWSIs. Building on this, Humphrey et al. (2016a, p. 13) identify four mixed-methods designs that may be useful frameworks for an EEF-funded IPE:

- convergent parallel;
- explanatory sequential;
- exploratory sequential; and
- multi-phase (also referred to as ‘embedded’).

We characterise each of these four approaches in Figure 5.2, highlighting the strengths and limitations of each for the evaluation of CWSIs (Creswell, 2013). The order in which the IPE collects and analyses both the qualitative and quantitative data will affect what can be taken from the findings. As there is no ‘one size fits all’ approach to IPE, it is recommended that evaluators discuss the order in which they combine their data to ensure it is most appropriate for understanding the CWSI.

Based on this assessment, we advocate the use of multi-phase approaches for the evaluation of CWSIs. For similar reasons to our advocacy of using multi-stage protocols (see Section 2), we recommend the use of this approach because:

- of the importance of being able to use early findings from IPE to inform later analysis as the evaluation continues; and
- the likely length of evaluations of CWSIs allows the truly iterative process needed for this approach across the duration of the evaluation.

5.1.2 Timing of IPE

Key Message 24: Consider commissioning a follow-up IPE

In some cases, there may be value to commissioning a follow-up IPE where there are unexpected results from the impact evaluation, to help understand these findings.

Critiques have found that conducting IPE before the RCT outcomes can, if the result is found to be surprising, be of little help (Munro and Bloor, 2010), especially if the qualitative inquiry ran on the assumption of a positive effect. It is hoped that the multi-stage protocol process (Section 2) will reduce the instance of wholly unexpected findings from impact evaluation.

Nevertheless, this is still likely to occur in some instances, given the ‘need to anticipate the results from the outcome evaluation’ to make ‘decisions on the topical foci of the process evaluation data collection’ (Munro and Bloor, 2010, p. 709). Although, in general, knowing the findings of the impact evaluation may bias findings from IPE, there may be a case for commissioning follow-up IPE to understand findings more fully. It is important to invest in
understanding why something did not work as expected in order to learn as much as possible from the evaluation and inform future research and investment.

Figure 5.2: Mixed-methods designs for the evaluation of complex whole-school interventions
5.2 Developing a logic model

Key Message 25: Develop and continue to update a logic model
Developing a model of the logical relationships between the core components, moderators, mediators, and outcomes of a programme is particularly important in the context of CWSIs. In line with Key Message 2, the logic model should not be a static product, rather it should be updated as part of a multi-stage evaluation protocol approach.

The core components, and their hypothesised interactions with the context and environment in which they take place, should be mapped onto a logic model (see Figure 5.3 for an example). Delivery and evaluation teams should work closely together to identify the key principles of an intervention. Although the evaluation team can suggest areas of focus and data collection methods, they should aim to work closely with the delivery team to ensure the measures capture, and do justice to, the spirit of the intervention. This is in line with existing EEF guidance on IPE.

Particularly important questions to be considered during this exercise are:

- What are potential unintended (negative) effects from the intervention?
- What alternative hypotheses could explain the intervention effect?

Figure 5.3: An example logic model of a complex whole-school intervention

![Logic Model Diagram]

Reproduced from the Global Research Family Project, Harvard Graduate School of Education (Coffman, 1999).

We also recommend that the delivery and evaluation teams should source potential users and implementers—such as school staff, the governing board, or parents—to validate the logic model. This could be achieved through exploratory, open-ended focus groups or semi-structured interviews. This should commence early in the design stage.
Generally, however, we would argue that the logic model is not a static product: it should be refined through continuous reflection and evaluation in a multi-stage protocol (see Section 2).

5.3 Core components

For flexible, less prescriptive interventions, and/or those that are complex and multi-component in nature, the process of measuring implementation is more complicated. For example, fidelity/adherence takes on a different meaning when there is no prescribed model against which to assess the delivery. In this case, fidelity may be assessed by rating, for example, the extent to which the key principles of the intervention are being adhered to as opposed to specific practices. Agreeing such principles with delivery partners from the outset is an important consideration, and as such is an ideal topic for exploration in an IDEA workshop.

5.3.1 Identifying the core components at design stage

Before mapping the pathways of how an intervention may lead to hypothesised outcomes, the delivery and evaluation teams should have a good understanding of the intervention core components. Core components are the activities that take place as part of the intervention, the active ingredients are the ones which appear to trigger the mechanisms of change and, thus, drive the change in outcomes.

If it becomes clear that these have not been fully developed or clearly theorised, we suggest piloting the intervention on a small scale before rolling it out more widely. This pilot phase will allow the teams to identify the intervention core components.

There are several reasons why identifying the core components is an essential step in the evaluation of CWSIs.

1. If the delivery team can pinpoint the elements they believe will positively impact both the proximal outcomes (for example, attendance) and the longer-term outcomes (for example, attainment at the end of the 2-year programme), evaluators will be able to make decisions about appropriate outcome measures.

2. Clear and consistent measurement of the intervention core components is central to being able to explain the presence or absence of effects (Bertram, Blase and Fixsen, 2015).

3. Identifying core components early on in the design process will help distinguish these from elements that can be modified to fit within the context (Blase and Fixsen, 2013).

5.3.2 Measuring core components during implementation

Once the intervention core components have been identified, evaluators should think critically how to operationalise and measure these, and IPE should measure how participants respond to, and interact with them. Additionally, it is important to measure how these core components were delivered during implementation to ascertain if certain elements were more ‘active’ at engendering change than others. The IDEA workshop conducted in collaboration between the evaluation and delivery teams—as recommended by Humphrey et al. (2016b, p. 31)—can be used to explore how identified core components can be operationalised. During implementation, IPE should assess their relative presence or absence across intervention sites (Humphrey, 2016b, p. 43). After implementation, evaluators should have a clear idea which hypothesised core components were indeed essential, and which were not. Those components that ‘make the difference’ are the intervention’s ‘active ingredients’.
Programme ‘drift’ can occur if the delivery team is unable to focus on the core components across diverse settings. Adaptation of interventions is important, but one needs to know what elements can be changed to fit better with the new context, and what elements are central to the intervention effect.

5.4 Moderators

| Key Message 26: Collection of a set of potential moderators for CWSIs |
| Create a preferred set of potential moderators that the EEF requires evaluators to collect—potentially via a standardised method of data collection—from all schools participating in evaluations of CWSIs. |

| Key Message 27: Scales of moderators |
| Isolate moderators that influence implementation to a greater or lesser extent by creating 'scales', hierarchies or definitions. An example of a moderator 'dashboard' that could be developed further as part of individual evaluations, or for a standardised EEF approach, is provided in Appendix 2. |

5.4.1 Identifying the moderators at design stage
Understanding how the intervention is delivered and experienced in the presence of different moderators (that is, in different contexts)\(^3\) can help to shed light on the mediators and allow us to isolate particular elements that are more or less effective, especially in multiple contexts. It is also important because a popular critique of RCTs and QEDs is that it is often unclear how effects vary in different contexts (Jamal et al., 2015). Capturing moderator variability is essential for CWSIs. Alongside the IPE (as already described by Humphrey et al., 2016a), contextual data should be captured.

Moderators are of primary importance in CWSIs as they could influence the implementation of the intervention. Understanding whether two variables have the same relationship across groups (such as gender) can help isolate levers for change. Understanding how these differences manifest can ensure findings are both specific and generalisable beyond their immediate surroundings. Being able to generalise enhances the utility of the evaluation for policymakers and those looking to scale and replicate the intervention.

The challenge faced by CWSIs is how they are delivered and implemented across a variety of contexts: even within a single academy chain, for instance, leadership styles and staffing models can vary considerably. Capturing the types of participants, how they participate, the context within which they operate and, crucially, how these interact, involves a multifaceted approach.

5.4.2 Measuring moderators
Standardising how moderators are measured is valuable to ensure we are robustly capturing information important to an intervention. This could be collated to build a detailed directory of school characteristics, used longer term to assess and segment in order to understand what types of interventions are most effective in certain circumstances.

Critical documentation, whereby delivery teams and evaluators theorise what they perceive to be the key levers of implementation within the schools, can help explore

\(^3\) ’Context’ refers to the pre-existing set of social situations, norms, values and inter-relationships (such as organisation structure, geographic location, demographics of participants) within which an intervention is implemented (Jamal et al., 2015).
whether certain elements in the context may make a greater impact upon the intervention. Outlining answers to the following questions may also be helpful:

1. How will the intervention manifest for students, classroom teachers, senior leaders, or the school body as a whole?
2. What moderators underpin their experience?

Discerning further characteristics within these factors is also helpful, for example, the motivation level of a headteacher, percentage of students with English as an Additional Language (EAL), school ethos or policy, teacher retention, or Ofsted category.

For multiple criteria, data to monitor ‘moderators’ in the evaluation can be standardised by creating sliding scales to measure where a school falls. For CWSIs, multiple scales could be devised to help understand and isolate the combination of factors that promote or hinder implementation. This would involve significant investment in terms of data collection at the school recruitment stage, but it is recommended in order to provide robust measures around context. This could include school size, Ofsted rating, geographic location, characteristics of pupils, CPD programmes, tenure of staff, and length of service in teaching. Evaluators should, however, consider how burdensome this may be for schools and devise creative solutions to reduce the ‘ask’ on schools (for example, by making the most of non-school-led sources).

5.5 Mediators

**Key Message 28: Monitor mediators throughout the evaluation**
It is important to monitor mediators identified as important by the logic model throughout the evaluation. These should include elements such as teacher attitudes that go beyond tick-box measures of fidelity. Further suggestions on measurement are provided in Key Messages 30 and 31.

### 5.5.1 Identifying the theorised mediators at design stage

Once core components have been identified and then operationalised, evaluators should identify the mediators of an intervention. These mediators are intermediary outcomes that enable the evaluator to understand how the intervention is progressing, or not, toward achieving its ultimate aims. In other words, mediators are affected by the intervention and, in turn, affect the final outcomes of interest.

Although mediators will vary depending upon the intervention, some are likely to be common across CWSIs—for example, those linked to quality of school leadership. Section 6 returns to this point by discussing adaptation and re-use of existing measures that aim to capture such mediators.

### 5.5.2 Measuring mediators during implementation

The methods for capturing and measuring data on these mediators should also be discussed at planning stage. It is helpful to think about the various ways mediators can be operationalised. For example, when a proposed short term outcome is ‘Increase parent knowledge on how to become involved in their children’s education’, indicators could include (1) the frequency of attending parents’ evenings at schools, (2) the number of phone calls with school staff, or (3) a parent attitude survey administered after the intervention.
Lack of clarity about the mediators of an intervention can lead evaluators to choose implementation measures that are too simple or reductionist. This may be particularly challenging for CWSIs since there are so many moving parts to consider and weigh up against one another. For example, an intervention designed to increase classroom cohesion and intra-class support networks, if implemented by a disengaged or sceptical teacher, could still tick all the fidelity assessment boxes and achieve a high level of fidelity. If the evaluation team failed to think through the logic model carefully, they may disregard the importance of examining teacher attitudes or buy-in.

Again, we recommend consulting Section 6 for examples of existing measures that aim to capture relevant mediators that may be considered for adaptation and re-use.

5.6 Considering the dimensions of implementation

Key Message 29: Dimensions of implementation
In the context of CWSIs, the IPE should pay particular attention to the importance of Reach, which should consider all persons potentially influenced by, or who could be influencing, the intervention.

Significant guidance is already available for measuring implementation in the EEF’s existing IPE guidance (Humphrey et al., 2016a). When considering the barriers and facilitators of implementation, there are typically eight dimensions to consider when assessing the intervention:
These dimensions, in the context of a CWSI, need to be considered in the broadest possible context.

‘Reach’ is a particularly important dimension to highlight as it assesses how CWSIs trickle down across various departments and classrooms. Reach often focuses on participant uptake, but, for CWSIs, should consider all persons potentially influenced by, or who could be influencing, the intervention. Monitoring the extent to which the intervention is transmitted throughout a whole-school will involve triangulating survey and interview/observational methods. It is recommended that data, such as training attendance records or web analytics, should be used to understand where an intervention is well, or poorly, diffused. Participants’ engagement and context can subsequently be explored.

<table>
<thead>
<tr>
<th>1. Fidelity/adherence</th>
<th>the extent to which implementers (e.g. teachers) adhere to the intended treatment model.</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. Dosage</td>
<td>how much of the intended intervention has been delivered and/or received.</td>
</tr>
<tr>
<td>3. Quality</td>
<td>how well different components of an intervention are delivered.</td>
</tr>
<tr>
<td>4. Reach</td>
<td>the rate and scope of participation.</td>
</tr>
<tr>
<td>5. Responsiveness</td>
<td>the degree to which participants engage with the intervention.</td>
</tr>
<tr>
<td>6. Programme differentiation</td>
<td>the extent to which intervention activities can be distinguished from other, existing practice.</td>
</tr>
<tr>
<td>7. Monitoring of control/comparison groups (in a trial context)</td>
<td>determination of the ‘counterfactual’ (e.g. that which is taking place in the absence of the intervention).</td>
</tr>
<tr>
<td>8. Adaptation</td>
<td>the nature and extent of changes made to the intervention, and how these elements interact.</td>
</tr>
</tbody>
</table>
6 Measures to capture likely mediators in complex whole-school interventions (whole-school improvement and school leadership)

This section is informed by a non-systematic review of literature on approaches and measures to assess whole-school or leadership quality and enable better understanding of these factors as mediators (or interim outcomes) that might be consistently used across schools in an evaluation, and across different evaluations, of CWSIs. It specifically supports the suggestions regarding measurement of mediators in Section 5.

We find that there are currently very few measures and instruments which have been used in empirical research on the impact of school improvement across a number of schools. Standardised instruments, presented in Appendix 8, were nearly all developed for use in the U.S.A. for monitoring school improvement in individual schools or to inform the performance management of individual school leaders. Most studies of school improvement across multiple schools use bespoke instruments to measure mediators.

6.1 Methods of data collection

Data collection of instruments on school quality and leadership should be carefully planned to avoid both unnecessary burden on schools and contamination of control schools. Self-evaluation has the potential to be an intervention in itself. However, almost all schools are already engaged in self-assessment to at least a limited extent. We suggest tailoring measures and methods of collection to use this to the advantage of the evaluation by ‘going with the grain’ of schools’ existing processes, insofar as this is possible.

Questionnaires are widely used in school self-assessment and are relatively light touch compared to some forms of measurement. This makes them more likely to be acceptable to schools as part of an evaluation, and less likely to cause contamination of the control group. Nevertheless, such an approach would allow for both a richer picture of how, where, and why interventions do, or do not, have an effect, and interim assessments of the impact of CWSIs where these might reasonably be expected to take several years to affect pupil outcomes.

Evaluators should consider capturing termly or annual data on factors that can significantly affect delivery, such as staff turnover, SLT turnover, headline pupil outcomes (GCSEs), Ofsted ratings, exclusions, and expulsions. The ease of access to such reports is an important factor: evaluators should consider what is already being reported to the governing body, for example, and aim to minimise burden on schools.
7 Lowering the assessment costs and burden

This section explores the issue of measuring pupil attainment in evaluations of CWSIs and offers possible solutions, particularly based around considering sources of assessment data as part of the process for selecting schools to be eligible for an evaluation. We consider—

- evaluations making use of commercial test-provider data;
- the use of assessments tied to pedagogical programmes; and
- the use of assessments tied to multi-academy trusts.

We also consider the advantages and challenges of using random sample testing of pupils across a whole school to capture outcomes. Ultimately, the selection of outcome measures should always be driven by the research question of a given evaluation. The aim of this section is to suggest possible solutions that we believe may have particular potential in the context of EEF evaluations of CWSIs.

These messages are unlikely to be relevant to evaluations using QEDs of the type described in Section 4 since much of their advantage stems from not needing to interact with comparison group schools. However, this is not to rule out the possibility of an alternative QED approach that would make use of data of this type. One could imagine, for example, using a commercial test provider’s database as the sampling frame for a matched comparison group, however, no assessment of the feasibility of this has been made.

7.1 The problem

EEF guidance states that evaluations should have pupil attainment as their primary outcome, reflecting the organisation’s dedication to breaking the link between family income and education achievement.

Relying on national standardised tests to measure the impact of treatment raises four issues:

- England does not have annual standardised testing, so it is only straightforward to collect test scores using nationally available administrative data at ages 11 and 16;
- without waiting seven years in primary schools, or eleven years in secondary schools (which has its own problems; see Section 2), the children taking these tests will only be partially treated by a CWSI;
- the knowledge that the programme will be judged on that year group’s achievement may distort implementation away from being a truly whole-school endeavour; and
- we can learn nothing about the effects of the programme in different parts of the school.

These serious shortcomings in the suitability of these tests for evaluations explains why EEF evaluations have made extensive use of commercial tests to measure pupil attainment. However, these have their own issues:

- high costs to the EEF from evaluators administering these tests;
- non-response and attrition producing serious analytical difficulties for evaluation teams; and
- concerns that knowledge of the content of these tests has caused some distortion in programme implementation to target relatively narrow outcomes.
We propose designing evaluations to use assessments that we know participating schools will use with pupils across the school without the need for extensive cost and effort.

### 7.2 Data availability-led evaluations

#### Key Message 32: Assess tests administered in schools for efficacy trials

At efficacy trial stage, a lower value is generally placed on external validity compared to costs (since there is generally less evidence of promise at this stage). During design, implementation teams should consider whether it is possible to make use of tests that are already administered in schools, carefully documenting all the drawbacks of doing so.

7.2.1 Choose schools based on existing use of commercial tests

Pupil testing takes place every day in schools, but not via universal, standardised tests. However, many tests are simultaneously being used across large numbers of schools. We do not necessarily know the properties of all these tests, and they may not have been calibrated to national scales, but this does not mean that they are unusable as outcomes in EEF evaluations.

The commercial tests that are used on an ad-hoc basis for evaluations funded by the EEF are already used by thousands of schools across England. Costs (and resources) are already covered by school budgets as they are central to those schools’ pupil tracking and feedback systems. If it was possible to elicit a list of schools using a particular test from one of these commercial test providers, then schools on the list could be invited to participate in an EEF-funded evaluation.

The advantages of doing this, if it could be made to work, are clear:
- the schools using these tests are likely reasonably representative of all schools;
- the tests are known to be reliable measures of the major subject disciplines; and
- the commercial test providers almost always mark these tests and so would hold the assessment information in a way that could be straightforwardly and securely passed to a third-party organisation.

However, there are three obvious reasons why commercial test providers would be reluctant to provide such information:
- being sensitive commercial information, they would not want to risk it falling into the hands of competitors (although we know of several data-sharing agreements for research or commercial collaboration);
- they benefit from the status quo where a considerable number of their tests are purchased for EEF-funded evaluations; and
- they would be anxious to maintain good relations with their schools and so may not want to pressure them to participate in an evaluation.

We believe that at least some of these reservations could be overcome, particularly through safeguards on data use, for example:
- test providers could draw a sample of schools to contact for recruitment purposes and only those who agree to participate would then become more widely known (rather than directly sharing lists of customers);
- by committing those involved with the evaluation not to list the schools; or
- by restricting access to the EEF Data Archive that would contain information on the schools who participated for a number of years (subject to negotiation).

7.2.2 Use of assessments tied to pedagogical programmes

---
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The most frequent tests used across schools are those that are tied to pedagogical or homework programmes. These could be used to closely observe accumulations in learning, but it would require some investment of time on the part of the EEF to decide how these tests could best be used. Examples include:

- IXL for maths and English;
- mymaths;
- Renaissance Learning reading and maths programmes;
- Educake; and
- Hegarty Maths.

It might be possible to use these tests for low-cost efficacy trials where external validity does not need to be as high. Although, all the difficulties and potential solutions to commercial sensitivities of data described above also apply here.

For trials of this type, it is important to note that these programmes are designed to alter the path of student learning on their own. As such, trials using these as outcome measures could only formally be interpreted as the impact of the intervention alongside whatever package is being delivered to collect assessment material.

Whether this matters will rather depend on the nature of the intervention and of the assessment package. For example, it would not be appropriate to test the impact of a scheme that encourages parents to read with their child at home using the Renaissance Learning test scores since Accelerated Reader aims to influence the motivation of the child itself to read. On the other hand, if there is an intervention that supports the development of logical thinking, such as Chess in Schools, it may be informative to run a trial using a maths homework package to collect attainment information.

7.2.3 Use of assessments created by multi-academy trusts (MATs) or other collaborative groups

Most MATs, and many other organisations that bring schools together, are working towards creating common assessments so that schools can judge their performance in every major subject and in each year group. Some make use of commercially available tests, but others are developing their own, particularly in subjects where commercial tests are unavailable. Where this type of data is found to be reliable and valid for schools in a chain or organisation, this provides a framework to work to develop a trial that is randomised within the chain.

There are a number of potential downsides:

- few groups of schools are currently large enough to make this approach viable, but this approach is likely to be increasingly viable in the future;
- even so, it is likely to be hard to achieve sufficient sample sizes within a single organisation, so pooling across multiple small trials using slightly different assessment outcomes would have to be considered; and
- the schools in any one MAT are not nationally representative, so a trial would face threats to external validity.

More radically, the EEF could support a group of schools in developing some assessments and then use them as part of a subsequent trial. For example, a group of schools could be recruited who all agree to develop and implement a set of tests throughout Key Stage 3 geography to support pupil learning and feedback. After the first year, the schools in the group could then be randomised in a pedagogical trial focused on geography learning. The
RCT could use the new geography test as its outcome. The impact of all schools participating in an assessment programme could eventually be observed in outcomes.

This approach would be risky because a trial would have to be commissioned without knowing the predictive validity of the assessments at the outset. For this reason, it is most appropriate where existing standardised, commercially available tests are not satisfactory and where there is a secondary attainment measure available (such as a GCSE exam) if the developed assessment is not satisfactory.

7.3 Random sample testing

An alternative approach to collecting pupil assessment data for evaluations of CWSIs is to conduct random sample testing across schools. Given that our aim is to capture outcomes from across a school, this seems an obvious approach if we accept that testing of all pupils in a school is unlikely to be cost-effective. However, there are some potential issues with this approach (some of which mirror existing issues with testing in EEF-funded evaluations) including:

- the complexity of testing across a whole school;
- the need for testing that is suitable for all ages; and
- implications for statistical power.

We discuss each of these in turn.

7.3.1 Testing across a whole school
Organising testing across a whole school is likely to be significantly more complex than testing a single year because of the increased amount of co-ordination involved. Without trialling this, we are unable to provide guidance on how much more effort per school this is likely to require. Although it will, of course, be less than trying to test all pupils in the school.

7.3.2 Testing suitable for all ages
Testing a wide age-range requires the use of adapted or adaptive assessments designed to produce comparable outcome data in these circumstances. As such, it is likely to require the use of established commercial tests, such as GL Assessment’s Progress Test series for primary age children. In secondary education there are fewer obvious options: CEM’s offering for this period is divided into MidYIS (ages 11–14) and YELLIS (ages 14–16) which cannot be treated as a single assessment.

7.3.3 Implications for statistical power
The implications for statistical power of using a random sample are unlikely to be particularly large once a critical mass is reached. Power calculations, based on standard assumptions regarding clustering within schools and for effect sizes of similar magnitude to those detected in previous EEF-funded evaluations, highlight the diminishing returns associated with increasing the number of pupils tested within a school (see Figure 7.1).

While increasing the number of pupils tested from 10 to 20 reduces the minimum detectable effect size from 0.212 to 0.196, increasing it from 20 to 30 only reduces it to 0.191. The precise trade-off would depend upon the particular circumstances of the
evaluation, but this analysis (along with others where other assumptions are varied) suggests that there is little cost-effective gain to sampling more than 30 pupils from across each school.

Of course, this assumes that the pupils are truly randomly sampled (blocking by year group is also advisable). Biased sampling, for example due to non-response by some individuals, would be as problematic (if not more so, as each individual would be proportionally more important) as it is for current EEF testing, especially if it varied systematically across trial arms.

Figure 7.1: Trade off between pupils tested per school and minimum detectable effect size

Note: Based on a trial involving 50 treated and 50 untreated schools, ICC of 0.2, proportion of variance explained by single pre-test variable of 0.5 at individual and cluster levels, and seven blocks with a two-tailed 0.05-level significance test at 0.8 power.
Appendix 1: Glossary

Active ingredients: Active ingredients are ‘intervention-specific components serving as key levers of change’ (Abry et al., 2015, p. 320). In contrast to core components—defined as ‘the intervention elements that are hypothesised to create the desired change’ (ibid., p. 321)—active ingredients are identified during implementation and analysis (whereas core components are proposed at the design stage). Distinguishing active ingredients is important for future iterations of an intervention and for policymakers more broadly.

Context: Context refers to the pre-existing set of social situations, norms, values, and inter-relations (such as organisation structure, geographic location, demographics of participants, economic factors) within which an intervention is implemented (Jamal et al., 2015). Context, by interacting with mechanisms, determines the direction of outcomes and change (Lacouture et al., 2015).

Core components: As defined above, core components are ‘the intervention elements that are hypothesised to create the desired change’ (Abry et al. 2015, p. 321). The core components can be entered into the intervention logic model under ‘activities’. Core components, and how they interact with the context and participants, are also the target of fidelity assessments during Implementation and Process Evaluation (IPE).

Implementation and process evaluation (IPE): This may consist of both qualitative and quantitative measures of the functioning of an intervention, by examining implementation, mechanisms and context.

Logic model: A logic model outlines the implementation of an intervention, and how to measure the implementation and its outcomes over time. The logic model describes the resources applied to ensure implementation, intervention components, mechanisms or intermediary outcomes, and long-term intended outcomes.

Moderator: If a relationship between the intervention (X) and outcome (Y) is different at different values of a variable (Z), we call this ‘moderation’. Examples of moderating variables are stable characteristics such as gender, socioeconomic status (SES), or intelligence. Z influences the strength of the relationship between X and Y (MacKinnon, 2011) and identifies stable contextual factors that interact with the intervention.

Mediator: If a variable (Z) is intermediate in a causal sequence between intervention (X) and outcome (Y), that is, X → Z → Y, we call this ‘mediation’. It intervenes between the intervention and the outcome, and focuses on participants’ responses to the programme or intervention. For example, in a drug prevention program, the intervention (X) could be training and improved access to information, which targets expectations about drug use (mediating, Z), to ultimately change drug use (Y).

Quasi-experimental design (QED): A design that employs statistical techniques to assemble a comparison group against which a treated group may be reasonably compared to estimate the effect of the intervention.

Randomised controlled trial (RCT): In its simplest form, individual participants are assigned either to a control condition (where participants receive ‘business as usual’ or a placebo intervention), or to one of a number of treatment groups, at random. The groups are followed up to see how effective the experimental intervention was.
**Mixed-methods RCT:** This refers to an RCT embedded with a broader evaluation design which involves quantitative and qualitative methods. It aims to combine the strengths of the counterfactual analysis of an RCT with the use of qualitative and quantitative data to understand not only ‘what works’ but also ‘how’ and ‘why’. It incorporates implementation and process evaluation and triangulates quantitative and qualitative data to understand better how contextual factors interact with the intervention (Spillane *et al.*, 2010).
Appendix 2: Example outline protocol for evaluation of a complex whole-school intervention

Intervention and Significance
Challenge the Gap is a school-to-school approach co-ordinated by Challenge Partners that aims to narrow the attainment gap between pupils from advantaged and disadvantaged backgrounds. Challenge Partners is a network of schools committed to taking forward and developing successful school improvement approaches. The Challenge the Gap intervention contends that ‘Radical improvements can be achieved by identifying outstanding individuals within struggling schools and providing them with the coaching, support and networks with outstanding colleagues in other schools. With the right training and tools, these schools can work together to learn from each other and boost their performance’. The EEF originally carried out an evaluation of this intervention from 2012 onwards.

Methods
A challenge for evaluating this model is that it explicitly involves groups of schools working together—and fully committed to working together. Since these groups were already in place—formed as part of the piloting process—schools could not be randomised into groups. Even if such randomisation had been possible in this study, there is a question mark about whether this would be compatible with the level of mutual commitment necessary for the model to work. In addition, there are difficulties in randomising groups into treatment or control since, having established the groups, it may not be credible to ask the groups allocated to the control condition now not to work together (as would need to be the case for this to be a business as usual comparison).

As such, the previous evaluation took a matching approach to impact evaluation (matching on school characteristics including attainment, numbers of FSM pupils, Ofsted rating, and a measure of motivation to engage such as Ofsted leadership ratings), supported by a qualitative analysis aimed at understanding the aspects of collaboration important to bringing about improvements, the organisational conditions necessary for the approach to be effective, and barriers to these conditions.

While these research questions remain the right ones, considerations highlighted in this review suggest a number of changes would strengthen the evaluation, improving the potential for credible impact estimates and a more thorough understanding of the potential mediating mechanisms. We recognise the inherent difficulties of using randomisation for this approach, although if it is the case the intervention only works ‘with the right training and tools’ then it may be possible to get an estimate of the impact of only these training and tools through randomising self-nominated groups of schools either to receive these or not. The impact of schools working together without these training and tools would not be picked up by this estimate, since schools in the control group would also be doing this. However, if this impact is negligible this might still be a viable approach.

Participants
The existing groups (formed for the pilot) were used in the study itself. However, had new groups been needed, and given the need for groups of schools committed to working together, it is likely that recruitment would be a complex and time-consuming process.

The previous evaluation’s IPE explored what organisational factors must be in place for this approach to work. However, some of the likely factors will be clear in advance of the
evaluation beginning. Recruitment for a trial of this type should include an assessment of the organisational readiness of schools to engage in the intervention and trial.

Based on both of these factors, we suggest the need for plenty of time, perhaps as much as a whole academic year, for the process of recruitment to trials where formation of groups is required.

Analysis Plan
If we continue to pursue a matching approach, then we suggest augmenting this with a matched difference in differences design. Thus, we estimate impact by looking at how trends in attainment outcomes in these schools diverge once the intervention is implemented. This reduces the potential for bias by relying only on there being common trends in outcomes between treatment and comparison, rather than common levels. There is also more scope for testing the plausibility of this assumption by exploring pre-treatment trends in outcome variables. For the purposes of this exercise we obviously cannot explore all aspects of the matching approach, but for the sake of an example we might want to consider a school-level coarsened exact matching approach on the following characteristics:

- proportions of pupils eligible for pupil premium, with SEN, with EAL, or of White British ethnic background;
- average performance of pupil intake at KS2; and
- average performance of pupils at KS2.

This might be combined with exact matching on school type and government office region.

Implementation and process evaluation (IPE)
The complexity of the intervention makes the integration of the impact evaluation within a mixed method design particularly important. While programme developers and evaluators may have strong hypotheses about the channels through which the intervention will improve outcomes, as reflected in the development of the logic model during design phase, it is important that these be tested systematically, with the logic model updated during the course of the intervention as part of a multi-stage protocol model. From the start, we suggest identifying likely mediators that may be possible to measure at regular intervals, in line with the key messages of Sections 4 and 5.

The first-stage of the multi-stage protocol would contain all details currently included in a traditional one-stage protocol, based on the CONSORT statement. As such, it would define features including the intervention, its significance, research questions, impact estimation design (in this case matched difference in differences), the participants (in this case only those included in the pilot were eligible for the trial), primary and secondary outcome measures, sample size calculations, an outline analysis plan, cost data collection, IPE methods, and timetable. However, it would include in its timetable the publication of a second protocol to be published after completion of IPE but before impact evaluation. This would draw on the IPE to define additional hypotheses that it will be possible to test with data collected as part of the trial. For example, it might emerge from IPE that mutual trust between heads of schools within groups is an important mediator. If it were possible to capture data on this factor we could then list this as a hypothesis and conduct confirmatory analysis of the relevance of this factor to impact.

Timetable
The timetable would include usual elements, such as time of randomisation, but would formally define:
- date for completion of IPE (before impact evaluation analysis); and
- date for publication of second stage protocol (before impact evaluation analysis).
Appendix 3: Example communications pro-forma

Outlining a schedule for communication will enable delivery and evaluation partners to communicate effectively so both our aware what the other needs, and by when.

<table>
<thead>
<tr>
<th>Item</th>
<th>Communicated by</th>
<th>Communication date</th>
<th>Action for school</th>
<th>Deadline</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consent forms</td>
<td>ER</td>
<td>11/10/17</td>
<td>Post forms to ER</td>
<td>November 17</td>
</tr>
<tr>
<td>Training dates</td>
<td>RG</td>
<td>18/10/17</td>
<td>Sign up to training date</td>
<td>31/10/17</td>
</tr>
<tr>
<td>ASBI Forms</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RA Visit</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>schedule</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Appendix 4: Example checklist for assessing organisational readiness of schools (during recruitment)

<table>
<thead>
<tr>
<th>Charting the broader policy landscape</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Does the proposed intervention go with the grain of current school policy?</td>
</tr>
<tr>
<td>2 Are important school policy changes happening that could influence implementation and evaluation both in terms of proximal and long-term outcomes?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Leadership</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 Is the problem the intervention targets of interest to the school at the time of recruitment?</td>
</tr>
<tr>
<td>4 Are the impact/outcomes that the school leadership are hoping to achieve through the intervention in line with its stated aims?</td>
</tr>
<tr>
<td>5 Is there evidence that the leadership team will support and encourage staff to engage with the project?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Communication</th>
</tr>
</thead>
<tbody>
<tr>
<td>6 Is there evidence of effective communication of change from the leadership team to the wider organisation?</td>
</tr>
<tr>
<td>7 Is there evidence of effective mechanisms for teaching staff to share concerns regarding the project with the leadership team?</td>
</tr>
<tr>
<td>8 Is there a plan in place for the briefing/training of new teachers who join the school during the intervention by someone strongly invested in the intervention?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Processes</th>
</tr>
</thead>
<tbody>
<tr>
<td>9 Has the school put in place plans for how administrative staff, teachers, and the leadership team would collaborate during intervention implementation?</td>
</tr>
<tr>
<td>10 Is the school able to appoint an individual within the school who can maintain support for the intervention for the duration of the evaluation?</td>
</tr>
<tr>
<td>11 Do staff have clear roles and responsibilities for implementation of the intervention?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Technical assistance (if applicable to intervention)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12 Does the school have an IT team/person?</td>
</tr>
<tr>
<td>13 Is there clear technical assistance resource easily available for teachers to drawn upon?</td>
</tr>
</tbody>
</table>

Note: Schools should meet most, if not all, of the criteria to be considered ready to participate in the evaluation.
## Appendix 5: Checklist for assessing plausibility of quasi-experimental methods

### Matching

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Data on a large number of potentially comparable untreated schools is or will be available to use for the purposes of modelling the probability of participation in the intervention.</td>
</tr>
<tr>
<td>2</td>
<td>Data (as per question 1) includes factors relevant to predicting a school’s participation in the intervention.</td>
</tr>
<tr>
<td>3</td>
<td>Participation in the programme is likely to be affected by arbitrary factors (e.g. informational constraints; personal preference) that do not predict school performance in our outcomes of interest.</td>
</tr>
</tbody>
</table>

### Difference in differences

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Participation in the programme is likely to be affected by arbitrary factors (e.g. informational constraints; personal preference) such that there exists a group of schools with comparable trends in outcomes that do not participate in the project.</td>
</tr>
<tr>
<td>2</td>
<td>Outcomes data from this group of comparable untreated schools as well as the treated schools is, or will be, available for several years before the introduction of the intervention, as well as for the following years.</td>
</tr>
<tr>
<td>3</td>
<td>The timing of the introduction of the intervention is not likely to be coincident with other factors changing within schools, e.g. change of leadership.</td>
</tr>
</tbody>
</table>

### Matched difference in differences

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Data on a large number of potentially comparable untreated schools is or will be available to use for the purposes of modelling the probability of participation in the intervention.</td>
</tr>
<tr>
<td>2</td>
<td>Data in question 1 includes factors relevant to predicting a school’s participation in the intervention.</td>
</tr>
<tr>
<td>3</td>
<td>When new teachers join throughout the year, will they be briefed/trained? By whom?</td>
</tr>
<tr>
<td>4</td>
<td>Participation in the programme is likely to be affected by arbitrary factors (e.g. informational constraints; personal preference) such that there exists a group of schools with comparable trends in outcomes that do not participate in the project.</td>
</tr>
<tr>
<td>5</td>
<td>The timing of the introduction of the intervention is not likely to be coincident with other factors changing within schools e.g. change of leadership.</td>
</tr>
</tbody>
</table>

Note: In general, all criteria should be met to support use of the relevant method.
Appendix 6: Template for statistical analysis plan (SAP) for matched difference in differences evaluations

This template is designed for use in evaluations involving matched difference in differences impact evaluation of complex whole-school interventions using data from the National Pupil Database. See Section 4, ‘Evaluation of Complex Whole-School Interventions: Methodological and Practical Considerations’ for further discussion of this method. We do not advocate its use in all settings but suggest that it will often be a useful approach in this setting.

For some evaluation teams, the trial manager and statistician may be the same person and for others not. In all cases, the SAP should be written for a statistician or analyst to be able to carry out the analysis without prior knowledge of the trial. This is important to avoid bias. Describing the analyses in sufficient detail for someone else to carry them out with certainty avoids conscious or sub-conscious decisions being made based on results seen. The SAP, if written sufficiently early, also provides continuity should key members of the evaluation team leave during the trial. Depending on the level of detail within the trial protocol, some sections of the SAP can be cut and pasted from it. Others will require further detail.

The SAP should be completed once the approach to selecting a matched sample of schools has been agreed and the matching process has been completed. This process should be completed before post-intervention outcomes data become available. If this is not possible for some reason, steps should be taken to ensure it is conducted blind to post-intervention outcomes data. It should also be completed at least three months before planned impact analysis to allow time for review of the analytical approach by one of a panel of EEF SAP reviewers. This timing allows testing of the balance of the matched sample on observables and common pre-intervention trends in outcome variables before final agreement of the SAP and agreement of additional outcomes as part of a second-stage trial protocol.

| INTERVENTION DEVELOPER |  |
| EVALUATOR |  |
| TRIAL REGISTRATION NUMBER |  |
| TRIAL STATISTICIAN |  |
| TRIAL CHIEF INVESTIGATOR |  |
| SAP AUTHOR |  |
| SAP VERSION |  |
| SAP VERSION DATE |  |
| EEF DATE OF APPROVAL |  |
| DEVELOPER DATE OF APPROVAL |  |

Table of contents
[INSERT TABLE OF CONTENTS HERE]
Introduction
This should contain a brief description of the intervention and evaluation, including the purpose of the analyses to be performed.

It should note that this is a quasi-experimental evaluation using a matched difference in differences approach.

Study design
This should include:
- description of population including eligibility criteria;
- description of quasi-experimental evaluation design (i.e. matched difference in differences);
- number of treated schools;
- description of intervention; and
- outcome measure(s).

Protocol and SAP changes
If any changes to the trial protocol affect the SAP, these should be highlighted here.

Sampling frame
Full details of the sampling frame should be reported here:
- detailed specification of the pool of potential matches.

Matching approach
Full details of the matching approach should be reported such that the same process could be replicated by a third party. As such, a full description of this stage is essential including:
- specification of preferred matching approach (e.g. 1:1 nearest neighbour matching without replacement) including whether this is purely at school-level or includes both levels (purely individual-level is not possible for difference in differences); and
- specification of matching model(s) (including list of variables—including NPD variable names if possible—to be included, and rules for inclusion of interaction terms, if appropriate).

If possible, the code used to construct the matched sample should be reported as an appendix.

Difference in differences approach
Full details of the difference in differences approach should be reported. This should include:
- precise timing of the pre-intervention period and the post-intervention period.

Outcome measures
Primary outcome
A full description of the outcome variable to be used should be given here. Evaluations using administrative data from the NPD should give precise description as several variables can be used for loosely specified outcomes such as ‘GCSE maths’.

As NPD outcomes are available from each year, the evaluator should specify the precise comparison of time periods which will be used to calculate the primary outcome difference in differences treatment effect estimate.

The expected range of the primary outcome should be described in the analysis plan.
**Secondary outcomes**
As for the primary outcome, a full description of variables is required. If a multi-stage evaluation protocol approach is being used it may be necessary to update this after later stage protocols.

**Analysis**
In addition to a written analysis plan, evaluators may wish to publish analysis syntax in advance of running it. This approach guarantees the absence of post-hoc decisions better than a written plan.

The statistical approach should be clarified and justified.

The analysis description should follow EEF guidelines insofar as these are applicable to any impact estimation model.

**Primary intention-to-treat (ITT) analysis**
The following elements should be included:
- model coefficient that will constitute the estimated intention-to-treat effect on the primary outcome;
- specify the chosen analysis model in full including level(s) of analysis, covariate(s), and their source instruments/datasets;
- confirm the inclusion in the model of all pre-specified covariates regardless of whether they are significant; and
- software used to run the model.

**Imbalance**
The analysis used to explore the imbalance between the treatment and matched comparison groups, in terms of background characteristics, should be specified. This should include a list of the variables that have been tested for balance between the intervention group and matched comparison group (these should include, at least, all variables included in matching model(s)).

**Robustness checks/sensitivity analysis of matching approach**
This should include:
- at least five alternative matching specifications (e.g. alternative caliper widths; alternative matching approaches) that will be used to test the robustness of results to deviations from the preferred approach; and
- details of additional analyses that will be carried out using alternative specification matched comparison groups to verify that the findings are not highly dependent upon the approach chosen.

**Robustness checks/sensitivity analysis of difference in differences**
Description of analysis of pre-treatment common trends in primary outcome including:
- ‘placebo’ pre-treatment impact estimates; and
- graphical analysis of pre-treatment trends in primary outcome.

This may also include additional robustness checks such as:
- alternative specification of pre-intervention and post-intervention years to estimate impact.

**Non-compliance with intervention**
A suitable analysis to estimate treatment effects for compliers should be included here, except where intervention uptake is expected to be close to 100%. This is likely to require additional matching. It will not be possible to identify the matched sample ahead of analysis, but the approach to be taken should be finalised in advance and generally analogous to the main matching model.

This should include:
- description of variable used to describe extent of intervention ‘dosage’; and
- description of on-treatment analysis model.
**Secondary outcome analyses**
The level of description should match that of the primary ITT analysis.

**Subgroup analyses**
These should include details of:
- subgroup analyses specified in the protocol;
- subgroup analyses not specified in the protocol; and
- description of model, including whether an interaction term is used or a separate dataset containing only members of the subgroup.

**Effect size calculation**
This should include details of:
- formula for calculation of effect size (Hedges’ \( g \)) including exact specification of the numerator;
- how confidence intervals/Bayesian credibility intervals will be calculated.

**Additional analyses**
Further planned analysis should be described in this section.

**Report tables**
Applicable tables from the EEF trial report template should be pasted into the SAP and populated with relevant variables.

Templates for any tables and charts additional to those in the report template should also be specified in the SAP.
Appendix 7: Example moderator dashboard

Name: [School X]

<table>
<thead>
<tr>
<th>Ofsted</th>
<th>Special M</th>
<th>RI</th>
<th>Good</th>
<th>Outstanding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Staff turnover</td>
<td>Low (0–10%)</td>
<td><strong>Average (10–20%)</strong></td>
<td>High (20–30%)</td>
<td>Very high (30%)</td>
</tr>
<tr>
<td>Head in post</td>
<td>Less than 1 yr</td>
<td>1–3 yrs</td>
<td>4–6 yrs</td>
<td><strong>6+ yrs</strong></td>
</tr>
<tr>
<td>Head engagement</td>
<td><strong>Low</strong></td>
<td>Average</td>
<td>High</td>
<td>Very high</td>
</tr>
</tbody>
</table>

Engagement Scale (devised with delivery partner):
- **Low** = attends less than 50% of training sessions, fails to assign intervention to member of SLT, whole-school training yet to be organised;
- **Average** = attends at least 50% of training sessions, assigned intervention to member of SLT, whole-school training organised;
- **High** = attends at least 75% of training sessions, assigned intervention to member of SLT, whole-school training organised; and
- **Very High** = attends over 90% of training sessions, assigned intervention to member of SLT, whole-school training organised.
Appendix 8: Summary table of standardised instruments for measuring factors linked to whole-school improvement and leadership.

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Type of measure</th>
<th>How delivered/who completes it</th>
<th>Where used</th>
<th>What dimensions does it measure?</th>
<th>Method and frequency of administration</th>
<th>Can some factors be omitted or added?</th>
<th>Suitable for baseline?</th>
<th>Suitable for interim outcomes?</th>
<th>Evidence of reliability and validity</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>5Essentials</td>
<td>Questionnaires</td>
<td>Students, teachers, parents report on school-level factors</td>
<td>U.S.A.</td>
<td>Effective leadership; collaborative teachers; involved families; supportive environment; ambitious instruction.</td>
<td>Information not available</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Widely tested and used in U.S.A. Based on established theoretical model.</td>
<td>Limited evidence for use in interventions across a number of schools.</td>
</tr>
<tr>
<td>GallupQ12</td>
<td>Questionnaire</td>
<td>Employees self-report</td>
<td>Worldwide</td>
<td>Employee engagement</td>
<td>Information not available</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Widely-used international tool in a range of organisations, provides actionable issues for managers.</td>
<td>No examples found for use in school interventions.</td>
</tr>
<tr>
<td>Organizational Climate Index</td>
<td>Questionnaire</td>
<td>Teachers' self-report</td>
<td>U.S.A., with a small number of examples found of use elsewhere</td>
<td>Collegial leadership; professional teacher behaviour; achievement press.</td>
<td>Information not available</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Widely used in U.S.A. Based on an established theoretical model, part of a suite of questionnaire tools.</td>
<td>Limited evidence of use in interventions.</td>
</tr>
<tr>
<td>Comprehensive school climate inventory</td>
<td>Questionnaires</td>
<td>Student, staff and parents report on school factors</td>
<td>U.S.A.</td>
<td>Safety; teaching and learning; interpersonal relations;</td>
<td>Information not available</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Widely used in U.S.A.</td>
<td>No evidence found from outside the U.S.A. Case study evidence</td>
</tr>
<tr>
<td>Instrument</td>
<td>Type</td>
<td>Domain</td>
<td>Country</td>
<td>Data Available</td>
<td>Notes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------</td>
<td>------</td>
<td>--------</td>
<td>---------</td>
<td>----------------</td>
<td>-------</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>School Climate Instrument—Revised</td>
<td>Questionnaire</td>
<td>Staff report on school factors</td>
<td>U.S.A.</td>
<td>Information not available</td>
<td>Small number of examples in studies of interventions and longitudinal studies combined with other tools in mixed methods designs.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>School Climate assessment inventory (ASSC_SCAI)</td>
<td>Questionnaires</td>
<td>Reports by students, parents, and staff on school-level factors</td>
<td>U.S.A.</td>
<td>Information not available</td>
<td>No examples found of research other than by developer team.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Organizational Health Inventory (OHI)</td>
<td>Questionnaire</td>
<td>Teachers report on school factors</td>
<td>U.S.A.</td>
<td>Information not available</td>
<td>No research found of use in intervention studies</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Instruments designed to measure leadership attributes

<table>
<thead>
<tr>
<th>Instrument Name</th>
<th>Questionnaire</th>
<th>Information not available</th>
<th>Processes of leadership</th>
<th>Information not available</th>
<th>Information not available</th>
<th>Information not available</th>
<th>Information not available</th>
<th>Information not available</th>
<th>Information not available</th>
</tr>
</thead>
<tbody>
<tr>
<td>Principal Instructional Management Rating Scale (PIMRS)</td>
<td>Questionnaire</td>
<td>Self-report by leader, teacher form, supervisor form to enable triangulated perspective</td>
<td>Core-components of U.S.A.</td>
<td>Core-components of Vanderbilt Assessment of Questionnaire</td>
<td>Vanderbilt Assessment of Questionnaire</td>
<td>Vanderbilt Assessment of Questionnaire</td>
<td>Vanderbilt Assessment of Questionnaire</td>
<td>Vanderbilt Assessment of Questionnaire</td>
<td>Vanderbilt Assessment of Questionnaire</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- **School performance:** defines the school mission; managing the instructional programme; developing the school climate programme.
- **Processes of leadership:** frames the school’s goals; communicates the school’s goals; coordinates the curriculum; supervises and evaluates instruction; monitors student progress; protects instructional time; provides incentives for teachers; provides incentives for learning; promotes professional development; maintains high visibility.

No examples found of use in intervention studies.
| Leadership in Education (VAL-ED) | form, supervisor form to enable triangulated perspective | school performance: high standards for student learning; rigorous curriculum; quality instruction; culture of learning and professional behaviour; connections to external communities; performance accountability. Processes of leadership: planning; implementing; supporting; advocating; communicating; monitoring. | Wallace Foundation which compared tools for leader performance management; has been used to monitor changes in leadership behaviour during leadership development programme and in comparison study. | outside U.S.A., only one example of intervention study located. |
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